Methods, devices, web-based platforms, open data and open software tools for big data analytics, understanding biological/medical data, and information retrieval in biology and medicine.
Volume 3 (2022), Issue 1 ISSN: 2563-3570 Editor in Chief: Gunther Eysenbach, MD, MPH

Contents

Original Papers

Convolutional Neural Network–Based Automatic Classification of Colorectal and Prostate Tumor Biopsies Using Multispectral Imagery: System Development Study (e27394)
Remy Peyret, Duaa alSaeed, Fouad Khelifi, Nadia Al-Ghreimil, Heyam Al-Baity, Ahmed Bouridane. 4

Novel Molecular Networks and Regulatory MicroRNAs in Type 2 Diabetes Mellitus: Multiomics Integration and Interactomics Study (e32437)
Manoj Khokhar, Dipayan Roy, Sojit Tomo, Ashita Gadwal, Praveen Sharma, Purvi Purohit. 21

Identification of Potential Vaccine Candidates Against SARS-CoV-2 to Fight COVID-19: Reverse Vaccinology Approach (e32401)
Ekta Gupta, Rupesh Mishra, Ravi Kumar Niraj. 45

In Silico Comparative Analysis of the Functional, Structural, and Evolutionary Properties of SARS-CoV-2 Variant Spike Proteins (e37391)
Renukaradhya Math, Nayana Mudennavar, Palaksha Javaregowda, Ambuja Savanur. 57

An Analysis of Different Distance-Linkage Methods for Clustering Gene Expression Data and Observing Pleiotropy: Empirical Study (e30890)
Joydhriti Choudhury, Faisal Ashraf. 67

Differential Expression of Long Noncoding RNAs in Murine Myoblasts After Short Hairpin RNA-Mediated Dysferlin Silencing In Vitro: Microarray Profiling (e33186)
Richa Singhal, Rachel Lukose, Gwynth Carr, Afsoon Moktar, Ana Gonzales-Urday, Eric Rouchka, Bathri Vajravelu. 78

Identification of a Novel c.3080delC JAG1 Gene Mutation Associated With Alagille Syndrome: Whole Exome Sequencing (e33946)
Deepak Panwar, Vandana Lal, Atul Thatai. 94

Development of a Multiepitope Vaccine Against SARS-CoV-2: Immunoinformatics Study (e36100)
Monitoring Physical Behavior in Rehabilitation Using a Machine Learning–Based Algorithm for Thigh-Mounted Accelerometers: Development and Validation Study (e38512)
Frederik Skovbjerg, Helene Honoré, Inger Mechlenburg, Matthijs Lipperts, Rikke Gade, Erhard Naess-Schmidt. .................................................. 120

Exploring the Applicability of Using Natural Language Processing to Support Nationwide Venous Thromboembolism Surveillance: Model Evaluation Study (e36877)
Aaron Wendelboe, Ibrahim Saber, Justin Dvorak, Alys Adamski, Natalie Feland, Nimia Reyes, Karon Abe, Thomas Ortel, Gary Raskob. .................. 131

The Application of Machine Learning in Predicting Mortality Risk in Patients With Severe Femoral Neck Fractures: Prediction Model Development Study (e38226)
Lingxiao Xu, Jun Liu, Chunxia Han, Zisheng Ai .......................................................... 141

Seasonality of Hashimoto Thyroiditis: Infodemiology Study of Google Trends Data (e38976)
Robert Marcec, Josip Stjepanovic, Robert Likic .................................................. 153

Reducing Crowding in Emergency Departments With Early Prediction of Hospital Admission of Adult Patients Using Biomarkers Collected at Triage: Retrospective Cohort Study (e38845)
Ann Monahan, Sue Feldman, Tony Fitzgerald .......................................................... 162

Treatment Discontinuation Prediction in Patients With Diabetes Using a Ranking Model: Machine Learning Model Development (e37951)
Hisashi Kurasawa, Kayo Waki, Akhiro Chiba, Tomohisa Seki, Katsuyoshi Hayashi, Akinori Fujino, Tsumeyuki Haga, Takashi Noguchi, Kazuhiro Ohe .......................................................... 177

Multiple-Inputs Convolutional Neural Network for COVID-19 Classification and Critical Region Screening From Chest X-ray Radiographs: Model Development and Performance Evaluation (e36660)
Zhongqiang Li, Zheng Li, Luke Yao, Qing Chen, Jian Zhang, Xin Li, Ji-Ming Feng, Yanping Li, Jian Xu .......................................................... 193

Monitoring Risk Factors and Improving Adherence to Therapy in Patients With Chronic Kidney Disease (Smit-CKD Project): Pilot Observational Study (e36766)
Antonio Vilasi, Vincenzo Panuccio, Salvatore Morante, Antonino Villa, Maria Versace, Sabrina Mezzastesta, Sergio Mercuri, Rosalinda Inguanta, Giuseppe Aiello, Demetrio Cutrapi, Rossella Puglisi, Salvatore Capria, Maurizio Li Vigni, Giovanni Trippepi, Claudia Torino .......................................................... 209

Mutational Patterns Observed in SARS-CoV-2 Genomes Sampled From Successive Epochs Delimited by Major Public Health Events in Ontario, Canada: Genomic Surveillance Study (e42243)
David Chen, Gurjit Randhawa, Maximillian Softysiak, Camila de Souza, Lila Kari, Shiva Singh, Kathleen Hill .......................................................... 222

The Easy-to-Use SARS-CoV-2 Assembler for Genome Sequencing: Development Study (e31536)
Martina Rueca, Emanuela Giombini, Francesco Messina, Barbara Bartolini, Antonino Di Caro, Maria Capobianchi, Cesare Gruber .......................................................... 291

Diagnosis of a Single-Nucleotide Variant in Whole-Exome Sequencing Data for Patients With Inherited Diseases: Machine Learning Study Using Artificial Intelligence Variant Prioritization (e37701)

A Bioinformatics Tool for Predicting Future COVID-19 Waves Based on a Retrospective Analysis of the Second Wave in India: Model Development Study (e36860)
Ashutosh Kumar, Adil Asghar, Prakhar Dwivedi, Gopichand Kumar, Ravi Narayan, Rakesh Jha, Rakesh Parashar, Chetan Sahni, Sada Pandey. 3 9

Prediction of Antibody-Antigen Binding via Machine Learning: Development of Data Sets and Evaluation of Methods (e29404)
Chao Ye, Wening Hu, Bruno Gaeta .......................................................... 328
Reviews

Digital Phenotyping in Health Using Machine Learning Approaches: Scoping Review (e39618)
Schenelle Dlima, Santosh Shevade, Sonia Menezes, Aakash Ganju ................................................................. 240

The Utilization of Heart Rate Variability for Autonomic Nervous System Assessment in Healthy Pregnant Women: Systematic Review (e36791)
Zahra Sharifiheris, Amir Rahmani, Joseph Onwuka, Miriam Bender ................................................................. 254

Use of Artificial Intelligence in the Search for New Information Through Routine Laboratory Tests: Systematic Review (e40473)
Glauco Cardozo, Salvador Tirloni, António Pereira Moro, Jefferson Marques ................................................................. 269
Convolutional Neural Network–Based Automatic Classification of Colorectal and Prostate Tumor Biopsies Using Multispectral Imagery: System Development Study

Remy Peyret, PhD; Duaa alSaeed, PhD; Fouad Khelifi, PhD; Nadia Al-Ghreimil, PhD; Heyam Al-Baity, PhD; Ahmed Bouridane, PhD

1Northumbria University at Newcastle, Newcastle, United Kingdom
2College of Computer and Information Sciences, King Saud University, Riyadh, Saudi Arabia

Corresponding Author:
Duaa alSaeed, PhD
College of Computer and Information Sciences
King Saud University
King Abdullah Road
Riyadh, 11451
Saudi Arabia
Phone: 966 555442477
Email: dalsaeed@ksu.edu.sa

Abstract

Background: Colorectal and prostate cancers are the most common types of cancer in men worldwide. To diagnose colorectal and prostate cancer, a pathologist performs a histological analysis on needle biopsy samples. This manual process is time-consuming and error-prone, resulting in high intra- and interobserver variability, which affects diagnosis reliability.

Objective: This study aims to develop an automatic computerized system for diagnosing colorectal and prostate tumors by using images of biopsy samples to reduce time and diagnosis error rates associated with human analysis.

Methods: In this study, we proposed a convolutional neural network (CNN) model for classifying colorectal and prostate tumors from multispectral images of biopsy samples. The key idea was to remove the last block of the convolutional layers and halve the number of filters per layer.

Results: Our results showed excellent performance, with an average test accuracy of 99.8% and 99.5% for the prostate and colorectal data sets, respectively. The system showed excellent performance when compared with pretrained CNNs and other classification methods, as it avoids the preprocessing phase while using a single CNN model for the whole classification task. Overall, the proposed CNN architecture was globally the best-performing system for classifying colorectal and prostate tumor images.

Conclusions: The proposed CNN architecture was detailed and compared with previously trained network models used as feature extractors. These CNNs were also compared with other classification techniques. As opposed to pretrained CNNs and other classification approaches, the proposed CNN yielded excellent results. The computational complexity of the CNNs was also investigated, and it was shown that the proposed CNN is better at classifying images than pretrained networks because it does not require preprocessing. Thus, the overall analysis was that the proposed CNN architecture was globally the best-performing system for classifying colorectal and prostate tumor images.

(JMIR Bioinform Biotech 2022;3(1):e27394)  doi:10.2196/27394
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Introduction

Background

According to the World Health Organization 2014 report, 14 million new cases of cancer were diagnosed in 2012, and the disease caused 8 million people to die in the same period [1]. Colorectal cancer is the third most common cancer globally, whereas prostate cancer is the second most common cancer among men, accounting for 9.7% and 7.9% of all cancers in both sexes, respectively [1]. Both colorectal and prostate tissues are glandular and therefore have a similar histological appearance.

For prostate cancer diagnosis, the European Association of Urology guidelines [2] recommend the performance of a histological analysis on a sample taken from a needle biopsy by a pathologist who decides the grade and stage of cancer or the type of tumor based on their experience and expertise. However, this process is time consuming and it also results in a high intra- and interobserver variability [3,4], which affects diagnosis reliability. In December 1999, a study [5] of more than 6000 patients conducted by Johns Hopkins researchers found that up to 2 out of every 100 people who came to larger medical centers for treatment were given an incorrect diagnosis after histological analysis. These results suggest that second-opinion pathology examinations not only prevent errors but also save lives and money. Consequently, there is an increasing interest among pathology experts in the use of machine vision (or computational diagnosis tools) to reduce diagnosis error rates by lowering the fallible aspect of human image interpretation.

Computer-aided diagnosis can assist pathologists in reducing the human analysis time, improving efficiency, and acting as a second opinion [6-8]. Adding computer-based quantitative analysis to human qualitative interpretation could significantly reduce the intra- and interobserver variability revealed in [4]. The main objective of this study is to develop an automatic computerized system for the diagnosis of colorectal and prostate tumors using images of biopsy samples.

Numerous investigations concerning prostate or colorectal tumor classification have been carried out [9,10]. However, most use color spaces limited to gray-scale or red, green, blue (RGB) images. In the last decade, many studies have used multispectral images [11-18], which are acquired using a more precise sampling of the light spectrum. This approach aims to better capture the spectrum of the reflected light coming from the observed sample, offering more discriminative information. Lasch et al [19] suggested that multispectral imagery can improve histopathological analysis by capturing patterns that are invisible to the human vision system and standard RGB imaging. Multispectral imaging studies have shown promising results and often outperformed systems using traditional gray-scale or RGB images [9,10]. However, multispectral images contain a large amount of data, making them more difficult to process because of increased execution time and problems caused by the curse of dimensionality [13].

Since the emergence of graphic processing units (GPUs) with sufficient processing power to train Convolutional neural networks (CNNs) in 2011, these models have seen a growing interest in image classification. Several models have been developed and tested on the ImageNet data set. As an example, the AlexNet architecture was developed in 2012 [20] and won several international competitions, including the ImageNet competition. GoogLeNet [21], a 22 layers deep network, won the ImageNet competition of 2014. He et al [22] deepened the networks even more with ResNet and won the best paper in 2015 at the Conference on Computer Vision and Pattern Recognition. To reduce training times, they developed a framework in which layers are formulated as a residual function with reference to the layer input, as opposed to the unreferenced learning functions previously used. The residual network comprised 152 layers. In 2016, Google DeepMind used a mix of supervised deep learning and reinforcement learning (ie, deep reinforcement learning) to create a system capable of learning how to play the game of Go [23]. This program, called AlphaGo, achieved a 99.8% winning rate against other Go programs and defeated the human European Go champion by 5 games to 0. In 2017, they created AlphaGo Zero [24], which outperformed the original AlphaGo in terms of performance and learning time without using any human knowledge. CNNs seem particularly adapted to the problem of microscopic images of tumor classification. A previous study [25] applied CNNs to microscopic images of colorectal cancer and found a promising accuracy of 99.1%. However, in this study, images were preprocessed using an active contour model before being fed to the CNN model. This operation requires the intervention of a pathologist to select the region of interest from the segmented image. Otherwise, this step can be replaced by another supervised learning model, which requires more training and thus dramatically increases the processing time. This study proposes a model that does not require a preprocessing phase and uses a single CNN model for the entire classification task using multispectral images.

Deep learning is a branch of machine learning that attempts to mimic the thinking process. To process data, information is passed through a network consisting of different layers, where each layer serves as input to the following layer. The first layer of a network is referred to as the input layer, whereas the last layer is the output layer. All the layers in between are called hidden layers. Typically, a layer is a simple algorithm that consists of an activation function. This field of machine learning is now very active, and the research community is focused on solving practical applications using modern deep learning. This study aims to apply the deep learning framework to the problem at hand.

Objective

The primary objective of this study is to develop a computerized automatic system for the diagnosis of colorectal and prostate tumors using images of biopsy samples to reduce time and diagnosis error rates associated with human analysis. To achieve this, we propose a CNN model for the classification of colorectal and prostate tumors from multispectral images of biopsy samples. The key idea is based on removing the last block of
the convolutional layers and halving the number of filters per layer.

This paper is organized as follows: we first describe the principles of deep neural networks. The second section discusses the proposed method, whereas the data sets of multispectral tumor images are described in the third section. In the fourth section, the experiments carried out to validate the approach are detailed, and finally their results are presented and analyzed.

Feedforward Neural Networks

Overview

Feedforward neural networks, also called multilayer perceptrons (MLPs), are the basis of deep learning models. They aim to approximate the function \( f: \sim x \mapsto y \), where \( \sim x \) is an input feature vector and \( y \) is its corresponding class. The network builds a mapping \( \sim y = f(\sim x) \) by learning the parameters that provide the best approximation function to \( f \). In this type of network, information moves from the input to the output through intermediate layers with no feedback connections. The number of layers is called the network depth. Each layer consists of a vector of functions or units that act in parallel, and the dimension of this vector is the width of the layer. Therefore, many hyperparameters need to be chosen when designing a neural network model, including its architecture, that is, the number of layers and units per layer.

A hidden layer computes an affine transformation of its input and then applies a nonlinear function \( g \). This is defined by
\[
h = g(W \cdot \sim x + b),
\]
where \( h \) is the output of the hidden layer, \( W \) is the weight of the affine transformation, and \( b \) is the bias. \( W \) and \( b \) are the parameters learned when training the model.

The function chosen for each unit is called the activation function and is inspired by the behavior of biological neurons. The most widely used activation function is the rectified linear unit (ReLU), defined by
\[
g(z) = \max(0, z).
\]
Many other options are available, and the research on activation function is still a very active field. However, the ReLU has proven to perform well and is the default choice for activation functions.

Network training is performed using gradient descent. The main difference from other models is that the nonlinearity of neural networks causes the loss function to be nonconvex. Unlike convex optimization used with support vector machines or deep reinforcement learning, there is no guarantee of global convergence of a gradient descent applied to a nonconvex loss function. Consequently, the learning process is sensitive to the initial values of weights and biases. To apply gradient-based learning, a cost function must be chosen. The problem at hand in this study defines a conditional distribution \( p(y|x; \theta) \) and the maximum likelihood principle is well adapted for it [26]. As a result, the cross-entropy between the training data and the model’s prediction, which is equivalent to the negative log-likelihood, is used as the cost function. It enables the model to estimate the conditional probability of the classes if the input is known. The cost function model is as follows:

\[
\Delta = \log p_{\text{model}}(\theta) - \log p(y|x; \theta).
\]

where \( \log p_{\text{model}} \) is the distribution of the training data and \( p_{\text{model}} \) is the model distribution and the set of parameters for which the cost function is calculated. Consequently, the specific form of the cost function changes depending on the form of the log \( p_{\text{model}} \).

Back-Propagation

During training, the gradient of the cost function \( \Delta_{\theta} \) is computed using a back-propagation algorithm [27-29] to allow information to flow backward through the network and compute the error made on each network weight. A gradient descent was then used to minimize the cost function. Learning was subsequently performed by updating the weights of the units. This procedure is described in the algorithm shown in Figure 1.

Training a neural network consists of applying a series of forwarding propagations—the network output is generated from the data through the network, and back-propagations compute the error at each unit. Each of these forward propagation and back-propagation combinations is called a pass. A pass of all the training examples is performed to compute the gradient used for the gradient-descent algorithm. A pass of every training example is called an epoch. At the end of each epoch, the network weights are updated using a learning rate hyperparameter, which is multiplied by the gradient calculated with back-propagation.

The learning rate is one of the most important hyperparameters for tuning in a neural network, as it controls the effective capacity of the network [26]. Therefore, it needs to be carefully optimized. If the learning rate is too large, the gradient descent can have the opposite of the desired effect, and training accuracy can decrease [30]. However, when it is too small, the training is slower, and sometimes the training accuracy can stay permanently small [30]. The number of epochs is also a hyperparameter that can be tuned ahead of the training.
Methods

Overview

As previously mentioned, the research community is now focusing on solving practical applications using deep learning approaches. Our proposed solution to the problem of diagnosing colorectal and prostate cancer is to apply a deep learning framework.

CNNs [27,31] are a type of neural network that specialize in data with a grid-like topology. They are particularly adapted for image processing. Similar to conventional neural networks, they consist of units with weights and biases that are learned during training. However, with the assumption of the data topology, it is possible to add some properties to the architecture to reduce the number of parameters to learn and improve the network implementation efficiency. These key ideas are local
connections, shared weights, pooling, and the use of many layers [32].

The CNN units are arranged in three dimensions in each layer of the network: width, height, and depth of the activation volume. As depicted in Figure 2, a total of 3 different types of layers are usually stacked to form the full CNN architecture: convolutional layer, pooling layer, and fully connected layer. Fully connected layers are layers of a traditional MLP, as described in the section Feedforward Neural Networks.

**Figure 2.** Convolutional neural network architecture.

### Convolutional Layer

The convolutional layer is the core layer of a CNN. The basic idea is that instead of connecting a unit to every unit of the previous layer, it is only connected to a local region of the previous layer. The spatial extent of this connection is called the receptive field of the unit or filter size. This is a hyperparameter of the model. The filter size along the depth axis is the same as that of the previous layer. This shows an asymmetry in the way spatial dimensions (width and height) and the depth dimension are treated, making the network particularly adapted for multispectral images. The connectivity of the convolutional layer is local along the width and height, but the layer is fully connected along with depth.

A convolutional layer’s parameters can also be seen as a set of spatially small-sized learnable filters or kernels. During the forward pass, the filters are convolved across the width and height dimensions of the input volume. This action produces a 2D activation map outputting the responses of the filter at each position of the input layer [26,32]. The output volume of a convolutional layer depends on three hyperparameters: the number of filters, the stride, and zero padding.

The number of filters in the same receptive field determines the depth of the output volume. A different filter activates for every different pattern. A set of units with the same receptive field is called the breadth of the output layer.

The stride used when the filters are slide along the spatial dimensions of the previous layer affects the height and width of the output volume. The higher the stride, the smaller is the output volume.

The input volume can be padded with zeros around the border to keep the information at the border. Without zero padding, the information carried by the pixels at the border of the input image vanishes quickly after successive convolutional layers. This artificially increases the size of the input layer, thereby increasing the size of the output layer.

Furthermore, the parameter-sharing scheme is used to reduce the number of parameters to be learned. It is based on the assumption that a useful feature at one position of the input layer is also useful at a different position. This means that the units on the same output depth slice use the same weights and biases. This explains the fact that the forward propagation through a convolutional layer is equivalent to convoluting a filter or kernel with the input layer.

### Pooling Layer

Typically, a pooling layer is inserted between the successive convolution layers. The pooling function replaces the output of a convolutional layer at a certain unit with the statistic of its neighboring units. The most popular pooling function used is the max-pooling method introduced by Zhou et al [33]. The pooling layer aims to make the system invariant to small input translations. This property gives more importance to whether a feature is present in the input rather than its exact position.

### CNN Feature Extraction and Classification

The combination of convolutional and pooling layers aims to learn the best features that can be extracted from the data set. This contrasts with most current methods that use handcrafted feature extraction techniques, such as those presented in the previous sections. These approaches can yield very good results but are usually sensitive to the data set and perform poorly when applied to different data sets. The combination of convolutional and pooling layers of a CNN provides a more versatile method for extracting features from images. The fully connected layers of the CNN correspond to the classifier. It aims at learning to classify learned features. As a result, a CNN is a unified versatile scheme for feature extraction and classification. As medical image classification is often a very complex task, it requires carefully manufactured feature sets for each type of data or even each different data set; doing just that with a unified framework, CNNs seem particularly adapted to the field.
Data Set Description

The prostate gland and the colorectum have a similar tissue structure, with the tubular glandular mucosa—composed of epithelium and lamina propria—being their main functional tissue. This characteristic implies that these tissues are subject to development of the same types of tumors and cancers. Carcinomas are the most common type of malignant tumor and they are derived from epithelial cells [34]. Carcinomas are called adenocarcinomas when derived from glandular tissues, which is the case for both organs studied in this paper. All growths are not necessarily malignant, and benign polyps can occur [35]. They are usually noncancerous growths of the mucosa into the lumen and can be of different types.

Although most polyps are completely benign, such as hyperplastic polyps or hyperplasia, some types of polyps can transform into adenocarcinoma and can be considered as a precancerous stage. They are called adenomas and can be tubular or villous, depending on their growth patterns [36]. Hyperplastic polyps are characterized by an increase in the number of cells, resulting in an increased size of the tissue because of enhanced cell division. In contrast to an adenoma or a carcinoma, the division rate in a hyperplastic polyp returns to normal as soon as the stimulus is removed.

To best describe the different types of tumor recognized by pathologists, the following two data sets were used for the purpose of this study:

1. The prostate data set, which was used in previous works by Tahir and Bouridane [13] and Peyret et al [17], consists of 512 different multispectral prostate tumor tissue images of size 128×128. The images were taken at 16 spectral channels (500-650 nm) and 40x magnification power. The samples were evaluated by 2 highly experienced independent pathologists and labeled into four classes: 128 cases of stroma, which is normal muscular tissue, 128 cases of benign prostatic hyperplasia, a benign condition, 128 cases of prostatic intraepithelial neoplasia, a precancerous stage, and 128 cases of prostatic carcinoma, an abnormal tissue development corresponding to cancer.

2. The colorectal data set, which consists of multispectral colorectal histology data with a 40x magnification power, was developed by the University of Qatar in collaboration with Al-Ahli Hospital, Doha. It splits into 4 classes, each composed of 40 images. The images were acquired on a wider spectrum than the first data set, as it was spread on the visible and infrared ranges of the electromagnetic spectrum with an interval of 23 nm between each wavelength. That is to say, in the visible range, the wavelength interval is 23 nm starting from 465 to 695 nm, and in the infrared range, the wavelength interval is also 23 nm and ranges from 900 to 1590 nm. The special size was 128×60 pixels. The 4 classes were defined as carcinoma, containing images of cancerous colon biopsies; tubular adenoma, a precancerous stage; hyperplastic polyp, a benign polyp; and no remarkable pathology.

Experiments

Hardware and Software Specifications

To train deep CNNs, a GPU is required. The system used for this experiment was equipped with 1 NVIDIA K80 GPU and 4 central processing units. It had 61-GB RAM. Regarding software, Keras with a TensorFlow backend was used. Keras has the advantage of making available deep learning models alongside pretrained weights.

Selected Architecture

The proposed CNN architecture evaluated for the task at hand was based on Visual Geometry Group 16 (VGG16) [37]. To design the proposed architecture, the last block of the convolutional layers of VGG16 was removed, and the number of filters per layer was halved. The idea is to reduce the capacity of the network because the interclass similarity in the data sets used for the task was high compared with the data set on which VGG16 was tested.

As represented in Figures 3 and 4, the overall proposed network architecture consists of a total of 13 layers with weights—the first 10 being convolutional layers, and the remaining 3 fully connected layers. The output of the last fully connected layer was fed to a SoftMax classifier, which is a generalization of the logistic regression classifier to the multiclass problem and produces a distribution of the 4 class labels. The network uses cross-entropy as a loss function.

Similar to VGG16, we decided to use a small kernel with a size of 3 pixels for every convolutional layer. The strategy of stacking convolutional layers with a small filter size is preferred to using a single large receptive eld convolutional layer. For the same final receptive field, the former strategy includes nonlinearities (ReLU functions) at each layer, whereas the latter computes a simple linear function on the input, which makes the features less expressive. A stride of 1 was also adopted for the entire network to minimize information loss.

To achieve better control over the output size of each layer and maintain border information, a zero padding of 1 is added before each convolutional layer. The first 2 convolutional layers use 32 kernels followed by a 2 2 max-pooling layer. The max-pooling layer reduces the size of the output and thus the network capacity. The number of kernels is doubled in the next convolutional layer to compensate for this loss. Consequently, this sequence is followed by 2 convolutional layers with 64 filters, and then a new max-pooling layer is applied. This is followed by a series of 3 convolutional layers with 128 filters and a max-pooling layer. A final series of 3 convolutional layers with 256 filters and a max-pooling layer was applied. The neurons in the 3 fully connected layers with sizes of 1024, 1024, and 4, respectively, are connected to all neurons in the previous layer. The ReLU nonlinearity was applied to the output of every layer with weights.

Dropout is used after every max-pooling and fully connected layer to reduce overfitting. An early stopping strategy is also adopted to reduce the training time and regularization. Finally, data augmentation is carried out using the following transformations: each image is flipped along the 2 special axes,
and 30 rotations in both directions are applied. This results in the generation of 27 fake images for each real data image. To ensure that the generalization is not overestimated, data set augmentation is performed after splitting the data set into training and test sets.

**Figure 3.** Illustration of the architecture of the proposed convolutional neural network for prostate cancer images. ReLU: rectified linear unit.

**Figure 4.** Illustration of the architecture of the proposed convolutional neural network for colorectal cancer images. ReLU: rectified linear unit.

**Details of Learning**

The weights of each layer are initialized using the Xavier initialization method [38], where the weights are drawn from a normal distribution centered on zero and with an SD of the following:

\[
\text{SD} = \sqrt{\frac{2}{N_{in} + N_{out}}}
\]

where \(N_{in}\) and \(N_{out}\) are the numbers of input and output units, respectively. The network was trained separately on the 2 data sets.

The learning rate used was the same for all layers. It is optimized using a grid-search scheme, the results of which are presented in Figures 5 and 6. The learning rate selected for training was 0.0001 for both data sets.

For each model training, a 10-fold cross-validation technique was adopted to obtain a good estimate of the systems’ generalization accuracy. This provides a large training set for better learning.

**Figures 7 and 8** illustrate the evolution of the loss function during training for the prostate and colorectal data sets, respectively. **Figures 9 and 10** show the evolution of their accuracies. It can be observed from these figures that the validation accuracy is very close to the training accuracy, which proves that the model is not in the overfitting regime. The higher variation in validation accuracy and loss can be explained by the smaller set used for validation compared with that used for training.
Figure 5. Validation accuracy obtained with different learning rates for the network trained on prostate data.

Figure 6. Validation accuracy obtained with different learning rates for the network trained on colorectal data.

Figure 7. Loss function evolution during training for the prostate data set.
Transfer Learning
Transfer learning consists of using a network previously trained on another data set to use the knowledge acquired during this learning task for the new task at hand [39]. In most transfer learning for image classification tasks, the ImageNet data set [40], which contains 1.2 million images with 1000 categories, is used for pretraining the network. When only a small data set is available, this allows the CNN to be trained on a very large data set and therefore train a high-capacity network that captures details without overfitting. Very deep networks also require a lot of time and very powerful machines equipped with multiple GPUs. Using pretrained networks can be advantageous when appropriate resources are not provided. Several transfer-learning scenarios are practical.

In the first scenario, the pretrained CNN is used as a fixed feature extractor. The convolutional layers of the network are kept with the weights determined during training on the ImageNet data set, and the pretrained fully connected layers are replaced with fully connected layers initialized with random
weights. During training, only the newly added fully connected layers were marked as trainable. They used the features extracted by pretrained convolutional layers as inputs. These features are usually referred to as CNN codes [26,39].

Another strategy is to retrain the fully connected layers from scratch to fine-tune the weights of the pretrained convolutional layers by continuing back-propagation. Either all the convolutional layers can be retuned or only some of the higher-level layers to avoid overfitting. This derives from the observation that the lower-level layers usually learn more generic features, such as edge detectors, that can be used for many different learning tasks. In contrast, the high-level layers tend to learn features that are more specific to the characteristics of the classes of the original data set.

In this study, only the first scenario was investigated. The pretrained CNNs are very deep and require very high computational power to be retuned. Using them as feature extractors is, in fact, equivalent to training only a relatively shallow MLP. The proposed architecture was compared with popular CNN architectures: VGG16 [37], InceptionV3 [21], and ResNet50 [22]. These networks were initialized with the weights obtained when pretraining them on the ImageNet data set. However, InceptionV3 and ResNet50 are very deep networks (48 and 152 layers, respectively), and a minimum input image size is required. InceptionV3 requires a minimum width and height of 139 pixels and ResNet50 of 197 pixels. The images of the colorectal data set were smaller, and zero padding was added to reach the required dimensions. Moreover, the ImageNet images are RGB images and therefore have a depth of 3 channels. To meet the dimension requirements, a principal component analysis (PCA) was carried out to reduce the dimensionality of the multiscale images to 3 channels.

Results and Discussion

Principal Results and Findings
To visualize the effect of the kernels on images through the network, Figures 11 and 12 present examples of outputs of the first convolutional layer of the networks trained with the prostate and colorectal data sets, respectively. Figures 13 and 14 depict examples of outputs of the last convolutional layers of the same networks. It can be observed that after the first layer, the outputs are very similar to the input image, for instance, with transformations resembling edge detections. Once the image has its own through the network, different regions or features of the input image are represented in the outputs of the last convolutional layer. Thus, the different layers learn a succession of transformations, leading to an isolation of relevant regions or features of the input image. The fully connected layers of the network are then able to classify these particular features into the 4 classes.

Figure 11. Example of an output of the first convolutional layer for the network trained on the prostate data set.
Figure 12. Example of an output of the first convolutional layer for the network trained on the colorectal data set.

Figure 13. Example of an output of the last convolutional layer for the network trained on the prostate data set.
Table 1 displays the validation and test accuracies obtained using the prostate and colorectal data sets for different CNN models. This shows that the validation and test accuracies are very close, proving a good generalization of the systems and that overfitting was avoided.

The proposed CNN model achieved an average test accuracy of 99.8% and 99.5% for the prostate and colorectal data sets, respectively. Table 2 shows that the optimal CNN weights were obtained after 44 and 70 epochs, respectively. The VGG16 model initialized with Xavier weights trains very quickly for the prostate data set; the optimal validation accuracy was obtained after 19 epochs, as illustrated in Table 2. However, it is less efficient at learning for the colorectal data set and requires as many as 70 epochs to obtain the minimum validation loss. The results also show slight overfitting for the colorectal data set, as the validation accuracy is lower than the training accuracy. This is because of the high capacity of the network. When using this network with pretrained weights from ImageNet, the training loss reaches a minimum after only a few epochs, but the validation loss shows that the network overfits marginally for both data sets. The test accuracy was also lower than that of the proposed CNN by 99.5% and 98.1%, respectively. This is because the CNN codes learned with the ImageNet data set are not as adapted to the classification task at hand as those learned with the proposed CNN. The InceptionV3 model shows a higher overfitting and a lower generalization for both data sets with 99.0% and 94.5% accuracy for the prostate and colorectal data sets, respectively. This shows once again that the CNN codes learned on the ImageNet data set with this network are not adapted to the classification task at hand. Finally, the pretrained ResNet50 achieved optimal accuracy with the lowest number of epochs: 5 and 22 for the prostate and colorectal data sets, respectively. It also achieves 100% average accuracy for the prostate data set, outperforming the proposed CNN, and 99% for the colorectal data set, which is slightly lower than the proposed data set. This lower performance compared with the proposed CNN architecture for the colorectal data set might be owing to some loss of information when performing PCA on the 42 channels of the colorectal data set images. The prostate data set consisted of images with only 16 channels, and it is logical that the loss of information is not as important during this transformation. Therefore, the proposed CNN architecture is more adapted to the task at hand compared with the other methods it was compared with. However, ResNet50 shows very good performance when used as a feature extractor and is trained with fewer epochs. In every case, it was noted that the colorectal data set is more prone to overfitting. This is probably owing to the size of the images, which are spatially smaller than those for the prostate data set. Therefore, a model with the correct capacity for the prostate data set might be overestimated for the colorectal data set.
Table 1. Validation and test accuracy comparison of different architectures.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Method</th>
<th>Prostate data set (% accuracy), mean (SD)</th>
<th>Colorectal data set (% accuracy), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Validation</td>
<td>Test</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Test</td>
</tr>
<tr>
<td>Proposed CNN\textsuperscript{b}</td>
<td>100</td>
<td>99.8 (0.1)</td>
</tr>
<tr>
<td>VGG16\textsuperscript{c} Xavier initial</td>
<td>100</td>
<td>99.6 (0.1)</td>
</tr>
<tr>
<td>VGG16 pretrained</td>
<td>100</td>
<td>99.5 (0.1)</td>
</tr>
<tr>
<td>InceptionV3 pretrain</td>
<td>98.8 (0.2)</td>
<td>99.0 (0.1)</td>
</tr>
<tr>
<td>ResNet50 pretrained</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

\textsuperscript{a}SD values have been provided wherever applicable.
\textsuperscript{b}CNN: convolutional neural network.
\textsuperscript{c}VGG16: Visual Geometry Group 16.

Table 2. Number of epochs until early stopping.

<table>
<thead>
<tr>
<th>Method</th>
<th>Prostate data set</th>
<th>Colorectal data set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed CNN\textsuperscript{a}</td>
<td>44</td>
<td>70</td>
</tr>
<tr>
<td>VGG16\textsuperscript{b} Xavier initialization</td>
<td>19</td>
<td>70</td>
</tr>
<tr>
<td>VGG16 pretrained</td>
<td>10</td>
<td>38</td>
</tr>
<tr>
<td>InceptionV3 pretrain</td>
<td>48</td>
<td>53</td>
</tr>
<tr>
<td>ResNet50 pretrained</td>
<td>5</td>
<td>22</td>
</tr>
</tbody>
</table>

\textsuperscript{a}CNN: convolutional neural network.
\textsuperscript{b}VGG16: Visual Geometry Group 16.

Comparison Against Other Machine Learning Methods

Table 3 shows the test accuracy of the best-performing CNN architectures compared with other methods from Tahir et al [15], Bouatemane et al [16], Haj-Hassan et al [25], and Peyret et al [17] stacked multispectral multiscale local binary pattern (MMLBP) + gray-level co-occurrence matrix (GLCM), and concatenated local binary pattern [18]. Regarding the prostate data set, 5 systems have an accuracy above 99%: Bouatemane et al [16], Stacked MMLBP+GLCM, the proposed CNN, Haj-Hassan et al [25], and ResNet50 with pretrained weights. The highest classification accuracy was achieved using ResNet50 with 100% accuracy. The proposed CNN and the study by Bouatemane et al [16] achieved 99.8% accuracy; however, the SD was not given for the latter. Therefore, it is not possible to determine the precision of the accuracy estimation. The stacked MMLBP+GLCM system achieves 99.5% (SD 0.3 pp), which makes this performance similar to that of the proposed CNN. However, a higher SD shows lower precision in the accuracy estimation. Therefore, the proposed CNN was preferred. The study by Haj-Hassan et al [25] achieved a 99.17% accuracy with segmentation. Their system without this preprocessing phase achieved an accuracy of 79.23%.

This can be explained by the lower capacity of their model compared with ours. This has the advantage of requiring less processing power. However, this is counterbalanced by the fact that their system requires a preprocessing phase with the intervention of a pathologist, which dramatically increases the processing time of the system. Furthermore, they state that their CNN model requires 500 epochs to be trained, which is much higher than that of the proposed model. With respect to the colorectal data set. Peyret et al [17] stacked MMLBP+GLCM system and the proposed CNN both provided the same accuracy and SD. They outperform ResNet50 with pretrained weights by 0.5 pp.

Finally, when considering the results obtained with both data sets, the stacked MMLBP+GLCM system and the proposed CNN appear to provide the most stable results as well as the highest accuracy. However, on average, the SD of the accuracy achieved by the proposed CNN is lower than that obtained with the stacked MMLBP+GLCM system. The performance of the ResNet50 network seems to be more dependent on the data set used. Moreover, it would be interesting to compare the system proposed by Bouatemane et al [16] using the colorectal data set to verify whether it performs as well on different data sets. Considering the current information available on the system performance and with the data sets available, the proposed CNN is selected as the best-performing system in terms of accuracy for the classification task at hand.
Table 3. Accuracy comparison against other methods.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Method</th>
<th>Prostate data set (% accuracy), mean (SD)</th>
<th>Colorectal data set (% accuracy), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tahir et al [15]</td>
<td>98.9</td>
<td>N/A\textsuperscript{b}</td>
</tr>
<tr>
<td>Bouatemane et al [16]</td>
<td>99.83</td>
<td>N/A</td>
</tr>
<tr>
<td>Concatenated LBP\textsuperscript{c} [18]</td>
<td>92.4 (0.4)</td>
<td>88.2 (0.5)</td>
</tr>
<tr>
<td></td>
<td>99.5 (0.3)</td>
<td>99.5 (0.1)</td>
</tr>
<tr>
<td>Stacked MMLBP\textsuperscript{d} + GLCM\textsuperscript{e} [41]</td>
<td>99.5 (0.3)</td>
<td>99.5 (0.1)</td>
</tr>
<tr>
<td>Haj-Hassan et al [25]</td>
<td>99.17</td>
<td>N/A</td>
</tr>
<tr>
<td>Proposed CNN</td>
<td>99.8 (0.1)</td>
<td>99.5 (0.1)</td>
</tr>
<tr>
<td>ResNet50 pretrained</td>
<td>100</td>
<td>99.0 (0.2)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}\text{SD values have been provided wherever applicable.}

\textsuperscript{b}\text{N/A: not applicable.}

\textsuperscript{c}\text{LBP: local binary pattern.}

\textsuperscript{d}\text{MMLBP: multispectral multiscale local binary pattern.}

\textsuperscript{e}\text{GLCM: gray-level co-occurrence matrix.}

Computational Complexity Analysis

In computer-aided diagnosis systems (CADSs), an unlabeled image is fed to a previously trained system. Consequently, the time used to process this image is decisive, as it is crucial that the CADS works on the web. However, the forward pass of an image through the CNN architectures studied in this study is computationally nonexpensive. Table 4 displays the classification times per image for all CNN architectures tested. This demonstrates that only a few milliseconds are required to classify one image once the CNN has been trained. However, it must be noted that the proposed CNN architecture is much quicker at classifying images than the others. This is because, for the architectures described in the literature and the pretrained networks, a PCA must be carried out to reduce to 3 the number of channels of the image to be classified. This preprocessing stage lengthens the total classification time.

As mentioned, training is performed only once when a CADS is created. Consequently, training time is not a critical measure of the problem at hand. However, the computational complexity of deep learning systems can rapidly increase significantly. Such architectures require high-performing hardware, including GPUs. Some extremely deep architectures can also entail several weeks of training time [26]. Such long training times considerably slowed down the CADS development process. To verify that the proposed system can be trained within a reasonable duration, a comparison of the training times for each architecture was carried out (Table 5). The computational times depending on the hardware and software used, it is not possible to compare the CNN architectures with other classification systems proposed in other published works. However, this is one of the first attempts to use deep learning for this application. Therefore, this section aims to establish the ability of deep learning systems to be trained in a short period using the data sets used.

Unsurprisingly, Table 5 demonstrates that pretrained networks have a much shorter training time per epoch owing to the reduced number of layers to be trained; ResNet50 and InceptionV3 can be trained in a few minutes. When considering this measure of performance, the best architecture was ResNet50. However, the total training time for every CNN model is <2 hours, making it a reasonable time for developing a CADS.

Table 4. Average convolutional neural network (CNN) classification computation times for 1 image.

<table>
<thead>
<tr>
<th>Method</th>
<th>Prostate data set (ms)</th>
<th>Colorectal data set (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed CNN</td>
<td>14</td>
<td>7</td>
</tr>
<tr>
<td>VGG16\textsuperscript{a} Xavier initial</td>
<td>75</td>
<td>42</td>
</tr>
<tr>
<td>VGG16 pretrained</td>
<td>75</td>
<td>42</td>
</tr>
<tr>
<td>InceptionV3 pretrained</td>
<td>63</td>
<td>42</td>
</tr>
<tr>
<td>ResNet50 pretrained</td>
<td>65</td>
<td>47</td>
</tr>
</tbody>
</table>

\textsuperscript{a}\text{VGG16: Visual Geometry Group 16.}
Table 5. Average convolutional neural network (CNN) training computation times for the complete data set.

<table>
<thead>
<tr>
<th>Method</th>
<th>Prostate data set (seconds)</th>
<th>Colorectal data set (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time per epoch</td>
<td>Total training</td>
</tr>
<tr>
<td>Proposed CNN</td>
<td>90</td>
<td>3780</td>
</tr>
<tr>
<td>VGG16 eyebrows</td>
<td>245</td>
<td>4655</td>
</tr>
<tr>
<td>VGG16 pre-trained</td>
<td>83</td>
<td>3154</td>
</tr>
<tr>
<td>InceptionV3 pre-trained</td>
<td>39</td>
<td>1755</td>
</tr>
<tr>
<td>ResNet50 pre-trained</td>
<td>41</td>
<td>205</td>
</tr>
</tbody>
</table>

*aVGG16: Visual Geometry Group 16.

Conclusions

In this paper, the proposed CNN architecture was detailed and compared with previously trained network models used as feature extractors. These CNNs were also compared with other classification methods from other published studies. The proposed CNN demonstrated excellent performance compared with pretrained CNNs and other classification methods. The computational complexity of the CNNs was also analyzed, and it was demonstrated that the proposed CNN is faster at classifying images than pretrained networks because it avoids a preprocessing phase. The conclusion of this overall analysis is that the proposed CNN architecture was globally the best-performing system for classifying colorectal and prostate tumor images.
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Abstract

Background: Type 2 diabetes mellitus (T2DM) is a metabolic disorder with severe comorbidities. A multiomics approach can facilitate the identification of novel therapeutic targets and biomarkers with proper validation of potential microRNA (miRNA) interactions.

Objective: The aim of this study was to identify significant differentially expressed common target genes in various tissues and their regulating miRNAs from publicly available Gene Expression Omnibus (GEO) data sets of patients with T2DM using in silico analysis.

Methods: Using differentially expressed genes (DEGs) identified from 5 publicly available T2DM data sets, we performed functional enrichment, coexpression, and network analyses to identify pathways, protein-protein interactions, and miRNA-mRNA interactions involved in T2DM.

Results: We extracted 2852, 8631, 5501, 3662, and 3753 DEGs from the expression profiles of GEO data sets GSE38642, GSE25724, GSE20966, GSE26887, and GSE23343, respectively. DEG analysis showed that 16 common genes were enriched in insulin secretion, endocrine resistance, and other T2DM-related pathways. Four DEGs, MAML3, EEF1D, NRG1, and CDK5RAP2, were important in the cluster network regulated by commonly targeted miRNAs (hsa-let-7b-5p, hsa-mir-155-5p, hsa-mir-124-3p, hsa-mir-1-3p), which are involved in the advanced glycation end products (AGE)-receptor for advanced glycation end products (RAGE) signaling pathway, culminating in diabetic complications and endocrine resistance.

Conclusions: This study identified tissue-specific DEGs in T2DM, especially pertaining to the heart, liver, and pancreas. We identified a total of 16 common DEGs and the top four common targeting miRNAs (hsa-let-7b-5p, hsa-miR-124-3p, hsa-miR-1-3p, and has-miR-155-5p). The miRNAs identified are involved in regulating various pathways, including the phosphatidylinositol-3-kinase-protein kinase B, endocrine resistance, and AGE-RAGE signaling pathways.

(JMIR Bioinform Biotech 2022;3(1):e32437) doi:10.2196/32437
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Introduction

Interactions among DNA, RNA, and proteins regulate their functions and have an immense effect on the underlying mechanistic processes in the pathophysiology of many diseases. Owing to the advent of newer technologies such as microarray and genome sequencing, it is now possible to investigate and analyze an enormous amount of genomic and proteomic data to predict disease pathology, outcome, and possible therapeutic targets [1]. Diabetes is a metabolic disorder characterized by...
hyperglycemia and glycosuria, which, if left untreated, leads to an array of complications and associated comorbidities [2]. These can include obesity, cardiomyopathy, nephropathy, retinopathy, neuropathy, and peripheral vascular disease, which have a lasting adverse effect on the quality of the patient’s life. To date, diabetes has affected almost half a billion individuals worldwide [3]. The absence of effective treatment strategies for this disease makes it a challenge to manage. The obligatory lifestyle changes and multiple treatment modalities, along with lifelong disease monitoring, depict an urgent and unmet need to develop newer and specific preventive and treatment strategies. Mortality rates in patients with type 2 diabetes mellitus (T2DM) are higher than those of individuals without diabetes and are linked to increased cardiovascular, renovascular, and neuropathic risks [4,5]. Thus, to reduce the morbidity and mortality associated with T2DM, it is important to gain a better understanding of its pathogenic pathways and regulation mechanisms. There is accumulating evidence that microRNAs (miRNAs) play an essential role in diabetes by reducing the expression of their various target genes [6,7]. It is also crucial to select the right target for disease treatment strategies in the early discovery phases, thus maximizing the drug’s success rates in the latter phases [8].

Currently, there is a vast amount of genomic data on diabetes and its complications. However, from its detection to the management of its late-stage complications, many areas still need to be explored and lacunae need to be filled. The role of molecular integration networks regulating the pathogenesis of T2DM in specific tissues is unknown. In this study, we have undertaken an in silico approach with existing tissue-specific microarray data of patients with diabetes to address this particular area by detecting novel diabetes-associated genes, their regulatory miRNAs, and their interactions to predict the pivotal pathways in tissues that are associated with disease onset and progression.

We selected five data sets from the Gene Expression Omnibus (GEO) database comprising the expression profiles of patients with diabetes and corresponding controls, and identified 16 differentially expressed genes (DEGs) overlapping the three preassigned groups. Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analyses were further used to classify the DEGs into cellular component (CC), biological process (BP), and molecular function (MF) classes. We selected four clusters from the protein-protein interaction (PPI) network and identified the seed genes. We further investigated the miRNA and hub gene network. Finally, we explored the 16 hub genes for biological pathway enrichment and their targeting miRNAs.

Methods

Data Collection

We searched several keywords, including “type 2 diabetes mellitus,” “tissue,” “pancreas,” “liver,” “heart,” “expression profiling by array,” and “Homo sapiens,” in the GEO data sets, among which five were selected for this study: GSE38642 [9-11], GSE25724 [12], GSE20966 [13], GSE26887 [14], and GSE23343 [15] (Table 1).

<table>
<thead>
<tr>
<th>Sample organ</th>
<th>T2DM(^a) Samples, n</th>
<th>Sex (M/F)</th>
<th>Mean age (years)</th>
<th>Control Samples, n</th>
<th>Sex (M/F)</th>
<th>Mean age (years)</th>
<th>Platform</th>
<th>Country</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pancreas</td>
<td>GSE25724 [12]</td>
<td>6</td>
<td>3/3</td>
<td>58.1</td>
<td>7</td>
<td>4/3</td>
<td>70.5</td>
<td>Italy</td>
<td>2010</td>
</tr>
<tr>
<td></td>
<td>GSE20966 [13]</td>
<td>10</td>
<td>7/3</td>
<td>60.3</td>
<td>10</td>
<td>6/4</td>
<td>67.3</td>
<td>United States</td>
<td>2010</td>
</tr>
<tr>
<td></td>
<td>GSE38642 [9-11]</td>
<td>9</td>
<td>5/4</td>
<td>57.0</td>
<td>54</td>
<td>31/23</td>
<td>56.6</td>
<td>Sweden</td>
<td>2012</td>
</tr>
<tr>
<td>Heart</td>
<td>(GSE26887) [14]</td>
<td>7</td>
<td>6/1</td>
<td>65.1</td>
<td>5</td>
<td>2/3</td>
<td>48.4</td>
<td>Italy</td>
<td>2012</td>
</tr>
<tr>
<td>Liver</td>
<td>(GSE23343) [15]</td>
<td>10</td>
<td>4/6</td>
<td>_b</td>
<td>7</td>
<td>4/3</td>
<td>—</td>
<td>Japan</td>
<td>2010</td>
</tr>
</tbody>
</table>

\(^a\)T2DM: Type 2 diabetes mellitus. 
\(^b\)Information not available.

Inclusion and Exclusion Criteria

Data were restricted to human (Homo sapiens) samples, data set as the data type, expression profiling by array, tissue samples, and T2DM compared to controls (without diabetes). Thus, data from other organisms (Mus musculus, Rattus norvegicus, Xenopus laevis); series data; expression profiling by other methods (eg, massively parallel signature sequencing, reverse transcription-polymerase chain reaction, serial analysis of gene expression, genome variation or occupancy profiling by single-nucleotide polymorphism array, genome tiling array); nontissue samples (eg, blood, serum, semen, saliva, urine, body fluid); and data from patients with type 1 diabetes, gestational diabetes, or prediabetes were excluded.

The data collection process is summarized in Figure 1.
Identification and Assortment of Differentially Expressed mRNAs

The DEGs were obtained from the five data sets using the online interactive tool GEO2R [16]. The cutoff for the selection was kept at the default of \( P < 0.05 \). The relaxed \( P \)-value cutoff was fixed for the initial selection because (1) we were subjecting the selected genes for a repeated analysis using ImaGEO software with a cutoff adjusted \( P < 0.05 \), and (2) the application of a stringent \( P \)-value cutoff in the initial selection did not enable obtaining an adequate number of genes from each data set for undertaking a meta-analysis. The overlapping DEGs among the three data sets of pancreatic tissues from patients with T2DM and controls (GSE38642, GSE25724, and GSE20966) were identified using the Venn diagram tool [17,18]. Subsequently, the common DEGs of these three data sets (GSE38642, GSE25724, and GSE20966) with those of the other two data sets for heart (GSE26887) and liver (GSE23343) samples were identified separately. The fold change expression distribution was visualized by heat maps and violin plots using the R limma (linear models for microarray data) package and Orange Data Mining software [19,20].

To check the quality of the data, quality control plots were assessed in the form of volcano plots, mean difference plots, and mean-variance trends. A volcano plot visualizes the DEGs by plotting the statistical significance against the magnitude of change, whereas the mean difference plot displays the log2 fold change against the average log2 expression level. The mean-variance trend, generated using the R packages plotSA and vooma, assesses the variance of the data. The workflow for the data processing and analysis is portrayed in Figure 2.

Figure 1. Flow diagram illustrating the process of data collection and number of data sets considered for inclusion.
Functional Enrichment and KEGG Pathway Analysis

The DEGs were divided into three groups according to the tissue (Figure 2). The functional enrichment of each group related to T2DM was analyzed with the Database for Annotation, Visualization and Integrated Discovery (DAVID) tool for significant MF, CC, and BP GO terms. KEGG pathway analysis was performed with piNET, a versatile tool that integrates protein signatures with transcriptomic and proteomic signatures [21-23]. DAVID includes an analysis of KEGG pathways and enrichment significance of GO terms from the three categories (MF, CC, BP). We defined $P<.05$ as significantly enriched. The nonsignificant findings were manually removed.

PPI Network Construction and Identification of Hub Genes

The DEGs in the three groups were used to construct the PPI network using Search Tool for the Retrieval of Interacting Genes/Protein (STRING) [24]. We established the PPI network using only the overlapping DEGs with greater than 0.4 confidence score cutoffs. The “combined scores” were computed by integrating the probabilities from the various different types of evidence.
of evidence (by evidence channels), while correcting for the probability of randomly observing an interaction [25]. The number of interactions (by confidence level) were divided into four groups: (1) highest confidence (score≥0.90), (2) high confidence or better (score≥0.70), (3) medium confidence or better (score≥0.40), (4) low confidence links (score≥0.15). We chose medium confidence as the default setting given in STRING.

The interaction networks for each group were constructed by Cytoscape [26,27]. The Molecular Complex Detection (MCODE) [28] plugin of Cytoscape was employed to visualize significant genes in all three groups with a degree cutoff=2, node score cutoff=0.2, k-score=2, and maximum depth=100. The criteria for selecting the top 3 clusters were set as MCODE score≥3 and number of nodes≥3.

**Integrative Gene Expression Meta-analysis**

ImaGEO is a web tool for gene expression meta-analysis that was used to perform a comprehensive meta-analysis from all five data sets. For the retrieval and preprocessing of the data, the GEOquery package in R was used, followed by quality control, gene filtering expression, meta-analysis, and functional analysis. The meta-analysis was based on the functional modules with the MetaDE R package. For this study, we used the “effect size” parameter estimation with a fixed-effects model and an adjusted P value threshold of .05. The allowable missing values was kept at the default of 10%.

**Target Prediction, Validation, and miRNA–Hub Gene Interaction**

The top 10 targeting miRNAs of the hub genes were predicted by the well-established miRNA target prediction database miRNet 2.0 [29] with *H. sapiens* (human) as the selected organism. Default values for the degree of interaction and betweenness were retained. Common miRNAs and targeted mRNAs of all groups were sorted by the Venn diagram tool [30]. The network of all targeting miRNAs and the coexpressed mRNAs was created with FunRich and Cytoscape software. To validate the targeting miRNAs, we further sorted miRNA data sets in T2DM for comparison of differentially expressed miRNAs.

**Functional Enrichment and KEGG Pathway Analysis for MiRNAs**

All common miRNAs were enriched by MicroRNA Enrichment Turned Network (MIENTURNET) and KEGG pathway analysis [31]. MIENTURNET is a web tool based on the shiny package in R studio for both statistical and network-based analyses of miRNA-target enrichment. Functional enrichment was retrieved for the input list of genes, with the minimum interaction threshold set at 2 and an adjusted P value of .05. The input list infers possible experimental or computational evidence of miRNA-based regulation.

**Results**

**Identification of DEGs in all Combined Groups**

The five mRNA expression profiles of the GSE38642, GSE25724, GSE20966, GSE26887, and GSE23343 data sets, including 125 samples of the pancreas, heart, and liver tissues of patients with T2DM and controls without diabetes, were included in this study. We extracted 2852, 8631, 5501, 4210, and 3754 DEGs, respectively. The following sections describe the analysis of the DEGs derived from the datasets, and shown in Figures 3-14. In the pancreas data sets (GSE38642, GSE25724, GSE20966), a total of 321 common mRNAs were identified, 69 of which were upregulated and 95 were downregulated (Figure 3A-H and Supplementary Tables S1-S3 in Multimedia Appendix 1). The quality control plots for the DEGs are shown in Figure S1 and Figure S2 of Multimedia Appendix 1.

These Group 1 (pancreas) DEGs were then overlapped with the heart expression profile data set GSE26887, revealing a total of 70 common differentially expressed mRNAs, 5 of which were downregulated and 5 were upregulated. A total of 28 mRNAs with regulation in the opposite direction were identified (Group 2) (Figure 5A-K, Tables S4-S7 in Multimedia Appendix 1). Further, the Group 1 DEGs were overlapped with the liver data set GSE23343, and a total of 82 common differentially expressed mRNAs were obtained, out of which 8 were upregulated, 1 was downregulated, and 27 were regulated in opposite directions (Figure 7A-I, Tables S8-S11 in Multimedia Appendix 1).

DEGs for all three groups were used to establish the PPI networks (Figure 6E, Figure 8E, Figure 9A).
Figure 3. Differential mRNA expression of all three data sets (GSE38642, GSE25724, GSE20966) for Group 1 (pancreas tissues) in type 2 diabetes mellitus. (A-C) Heat maps of all, downregulated and upregulated differentially expressed genes (DEGs). Fold change expression (FCE) levels are displayed in ascending order from blue to yellow. (D-F) Venn diagrams of the total downregulated and upregulated DEGs of the three data sets. (G, H) Violin plots showing the entire FCE distribution of all three data sets for upregulated and downregulated common DEGs.
Figure 4. Differential mRNA expression of all three data sets (GSE38642, GSE25724, GSE20966) for Group 1 (pancreas tissues) in type 2 diabetes mellitus. (A-D) Enrichment analysis of common DEGs. (A) Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment: the connections are shown using red nodes (pathways) or brown nodes (DEGs) through the brown edges in a circle. The larger the size of the grey node, the more connected it is within the network. The density of red color indicates the number of connecting DEGs. (B) Gene Ontology cellular component terms. (C) Gene Ontology biological process terms. (D) Gene Ontology molecular function terms. Significant pathways represent adjusted $P < .05$ (false discovery rate).
Figure 5. (A-D) Heat maps of mRNA expression for the three data sets (GSE38642, GSE25724, GSE20966) of Group 1 (pancreas) and the GSE26887 (heart) data set showing all differentially expressed genes (DEGs), DEGs regulated in opposite directions, upregulated DEGs, and downregulated DEGs. (E-G) Venn diagrams of complete, upregulated, and downregulated common DEGs. The upper part of the heat map shows fold change expression (FCE) values represented by varying color densities. (H-K) Violin plots showing the entire FCE distribution of all four data sets of Group 1 (pancreas) and the heart data set.
Figure 6. (A) Enriched Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways. The connections are shown using red nodes (pathways) or brown nodes (DEGs) through the brown edges in a circle. The larger the size of the grey node, the more connected it is within the network. The density of red color indicates the number of connecting DEGs. (B-D) Gene Ontology enrichment for (B) cellular component, (C) biological process, and (D) molecular function terms. Significant pathways represent adjusted $P<.05$ (false discovery rate). (E) Top hub genes in the network. (F, G) Clusters using MCODE.
Figure 7. mRNA expression of three data sets (GSE38642, GSE25724, and GSE20966) of Group 1 (pancreas) and the GSE23343 data set (liver). (A-C) Venn diagrams of complete, upregulated, and downregulated common differentially expressed genes (DEGs). (D-F) Heat maps of common, oppositely regulated, and common upregulated DEGs. The upper part of the heat map shows the fold change in expression values reflected by respective color densities. (G-I) Violin plots showing the entire fold change expression (FCE) distribution of all four data sets for complete common DEGs, oppositely regulated DEGs, and common upregulated DEGs.
Figure 8. (A–D) Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway and Gene Ontology functional enrichment analysis of common DEGs. The connections are shown using red nodes (pathways) or brown nodes (DEGs) through the brown edges in a circle. The larger the size of the grey node, the more connected it is within the network. The density of red color indicates the number of connecting DEGs. (E) Protein-protein interaction networks of 82 overlapping DEGs of GSE23343 and co-expressed genes of Group 1 (321 DEGs) composed of 82 nodes and 56 edges. (F, G) Clusters from the network. Significant pathways represent adjusted $P<.05$ (false discovery rate).
Figure 9. (A) Common and the top hub genes (green) in the protein-protein interaction network. (B-D) Clusters of the network.

Figure 10. (A) Heat map of 16 common seed genes from the five data sets (pancreas, heart, and liver). The fold change expression levels are displayed in ascending order from blue to yellow. (B) Violin plot showing the entire fold change expression (FCE) distribution of all 16 common seed genes. (C) Venn diagram of common differentially expressed genes (DEGs). (D) Disease-gene interaction network. (E) Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways.
Figure 11. (A) Fold change expression levels of 16 common DEGs. (B) Top hub genes in the network (green) according to the criterion. (C, D, E, F) Clusters determined using MCODE.
Figure 12. Protein-microRNAs interactions (top 10 ranked) for (A) pancreas data sets, (B) heart data set, (C) liver data set, and (D) 16 common differentially expressed genes (DEGs) of all five data sets.
Figure 13. (A-E) Venn diagrams for (A) all microRNAs, (B) hsa-miR-1-3p, (C) hsa-miR-1-5p, (D) hsa-miR-155-5p, and (E) hsa-let-7b-5p with 16 common differentially expressed genes of the five data sets. (F) MicroRNA enrichment analysis of top four common targeted microRNAs.
Functional Enrichment and KEGG Pathway Analysis

The enrichments for the three GO classes (BP, CC, and MF) of the 321 DEGs of Group 1 are shown in Figure 4B-D (also see Tables S12-S14 of Multimedia Appendix 1). KEGG pathway analysis showed that these genes were enriched in maturity-onset diabetes of the young, malaria, lysosome, insulin secretion, adrenergic signaling in cardiomyocytes, cell adhesion molecules, and T2DM pathways (Figure 4A, Table S15 of Multimedia Appendix 1).

The enrichments for the three GO classes of the 70 DEGs of Group 2 are shown in Figure 6B-D (also see Tables S16-S18 in Multimedia Appendix 1). The genes were mainly enriched in gap junction, melanoma, calcium signaling pathway, and GnRH signaling pathway (Figure 6A and Table S19 of Multimedia Appendix 1).

The enrichment terms for the three GO classes for the 82 DEGs in Group 3 are shown in Figure 8B-D (also see Tables S20-S22 in Multimedia Appendix 1). These genes were enriched in axon guidance (Figure 8A and Table S23 in Multimedia Appendix 1).

PPI Network and Hub Gene Identification

**Group 1**

The 321 overlapping DEGs of the GSE38642, GSE25724, GSE20966 pancreas data sets were used to establish the PPI network, which constituted 321 nodes, 737 edges, and a PPI enrichment P value <.001 at medium confidence (0.4) (Figure 9A). The top three significant clusters within the PPI were selected.

Cluster 1 (MCODE Score=9.556, 10 nodes, 43 edges) included the genes POLR1E, DDX10, URB1, HEATR1, DDX18, PDCD11, RSL1D1, RRP12, MAK16, and RRP15, which are mainly associated with insulin pathway, transforming growth factor (TGF)-β receptor signaling, and the mammalian target of rapamycin (mTOR) signaling pathway (Figure 9B).

Cluster 2 (MCODE score=8.000, 8 nodes, 28 edges) included the genes TRIM37, BTBD1, RNF19B, ASB4, KLHL22, SMURF1, FBXO7, and RNF6, which are mainly associated with insulin pathway, insulin-like growth factor 1 (IGF1) pathway, class I phosphatidylinositols-3-kinase (PI3K) signaling events mediated by protein kinase B (AKT), TGF-β receptor signaling, mTOR signaling pathway, platelet-derived growth factor receptor-beta signaling pathway, and epidermal growth factor (EGF) receptor (ERBB1) signaling pathway (Figure 9C).
Cluster 3 (MCODE score=4.000, 14 nodes, 26 edges) included the genes CD2, CD48, EDN3, GNAS, ITGAX, PDPN, GRNHR, RAC2, MADCAM1, WASL, GNAQ, PLEK, LAPTMT5, and DVL2, which are associated with platelet activation, signaling, and aggregation; hemostasis, cell surface interactions at the vascular wall; integrin family cell surface; and IGF1 pathway (Figure 9D).

**Group 2**

The 70 overlapping DEGs of GSE26887 and coexpressed genes with Group 1 (321 genes) were used to establish the PPI network composed of 70 nodes, 32 edges, and a PPI enrichment P value of .05 at medium confidence (0.4). The top two significant clusters within the PPI were selected using the MCODE plugin of Cytoscape software (Figure 6E).

Cluster 1 (MCODE score=3.333, 4 nodes, 5 edges) included the genes RRP12, PDCD11, RRP15, and MRPL3 (Figure 6F). Cluster 2 (MCODE score=3.000, 3 nodes, 3 edges) included the genes PLEK, GNAQ, and IQSEC1, which are mainly associated with platelet activation, signaling, and aggregation; hemostasis; class I PI3K signaling events mediated by AKT; insulin pathway; mTOR signaling pathway; IGF1 pathway; and EGF receptor (ERBB1) signaling pathway (Figure 6G).

**Group 3**

The 82 overlapping DEGs of GSE23343 and the coexpressed genes of Group 1 (321 DEGs) were used to establish the PPI network composed of 82 nodes, 56 edges, and a PPI enrichment P value of .02 at medium confidence (0.4). The top two significant clusters are shown in Figure 8E.

Cluster 1 (MCODE score=03, 3 nodes, 3 edges) included the genes BTBD1, ASB4, and KLHL22, which are mainly associated with PI3K/AKT signaling in cancer (Figure 8F).

Cluster 2 (MCODE score=03, 3 nodes, 3 edges) included the genes DDX18, MAK16, and RRP15, which are mainly associated with insulin pathway, mTOR signaling pathway, IGF1 pathway, and EGF receptor (ERBB1) signaling pathway (Figure 8G).

**Common Genes Among All Groups**

A total of 16 overlapping DEGs were identified in all three groups. The hub genes of all data sets were ARHGGEF9, SAMSNI1, SLCA12, RABBAP1L, OXR1, GNAQ, CBFA2T2, and TRAK1 (Table S24 in Multimedia Appendix 1). All 16 hub genes belonging to the five data sets were analyzed by bar plots and analyzed by the disease-gene interaction diagram, and their fold change expression levels were compared.

**MicroRNA and Hub Gene Network**


Four common miRNAs (hsa-let-7b-5p, hsa-mir-155-5p, hsa-mir-124-3p, hsa-mir-1-3p) were found in all three groups, targeting the 16 hub DEGs. The miRNAs and PPI networks representing multiple targeted nodes (DEGs) of particular miRNAs for all groups are shown in Figure 12A-D. The common DEGs found in all three groups are hsa-miR-1-3p (GNAQ, PCDH7, CDSKAP2, NPC1), hsa-let-7b-5p (OXR1), hsa-mir-155-5p (TRAK1, PSIP1), and hsa-mir-124-3p (NRG1). The common targeting important miRNAs (hsa-let-7b-5p, hsa-mir-155-5p, hsa-mir-124-3p, hsa-mir-1-3p) were mainly involved in the advanced glycation end products (AGE)-receptor for advanced glycation end products (RAGE) signaling pathway in diabetic complication and endurance resistance (Figure 13A-F, Tables S27-S40 in Multimedia Appendix 1).

**Target MiRNA Validation from Available Data Sets**

To validate our miRNA prediction, we searched the database again and performed a thorough review of available miRNA data sets for T2DM. Our search yielded two miRNA data sets that showed that cluster 1 contains MAML3 as a seed gene (Figure 11D). Cluster 2 (MCODE score=6.667, 7 nodes, 20 edges) included the genes EEF1A1, EEF1B2, EEF1G, RPLP0, RPS2, CAR5, and EEF1D, with EEF1D as a seed gene (Figure 11E). Cluster 3 (MCODE score=5.714, 8 nodes, 20 edges) included the genes AKT1, NUMB, EGRF, ERBB3, GRB2, CDC42, PSEN1, and NRG1, with NRG1 as a seed gene (Figure 11C). Cluster 4 (MCODE score=4, 4 nodes, 6 edges) included the genes CDK5RAP2, CEP152, CENPI, and PCNT, with CDK5RAP2 as the seed gene (Figure 11F).

**Integrative Gene Expression and Meta-analysis**

The number of genes with an adjusted P value <.05 for each data set revealed 4, 0, 3533, 171, and 1 significant genes from the meta-analysis, including ARHGGEF9, SAMSNI1, SLCA12, RABBAP1L, OXR1, GNAQ, CBFA2T2, and RRP15. The 16 hub genes obtained from the gene expression meta-analysis are shown in Table S26 of Multimedia Appendix 1.
from renal tissue (GSE51674) and serum (GSE26168) samples. The flow diagram for the miRNA data set search is shown in Figure 14. However, we were not able to find any miRNA data set pertaining to the heart, pancreas, or liver tissue. Interestingly, on analysis of the data sets obtained from the renal tissue and serum, we observed a significant alteration for our predicted miRNAs in the renal tissue, which was conspicuously absent in the serum (Table 2). We assessed the expression of our predicted miRNAs in the renal tissue and serum by comparing the adjusted $P$ values for both sample types. This analysis revealed that although the expression of miRNAs was significantly altered in renal tissues from patients with T2DM, the same was not observed in serum when compared with healthy controls. Our analysis highlights a paradoxical difference in the alteration of miRNAs in tissue and serum in T2DM.

Table 2. Validation of the fold change in expression levels of common microRNAs in the GSE51674 (kidney) and GSE26168 (serum) data sets.

<table>
<thead>
<tr>
<th>MicroRNA</th>
<th>Adjusted $P$ value</th>
<th>$P$ value</th>
<th>$t$</th>
<th>B</th>
<th>FC$^a$</th>
<th>logFC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GSE51674 (kidney)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hsa-miR-124$^a$</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>−4.83</td>
<td>−0.85</td>
<td>0.50</td>
<td>−1.00</td>
</tr>
<tr>
<td>hsa-miR-1</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>6.06</td>
<td>0.92</td>
<td>19.42</td>
<td>4.28</td>
</tr>
<tr>
<td>hsa-miR-155</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>20.96</td>
<td>12.12</td>
<td>74.56</td>
<td>6.22</td>
</tr>
<tr>
<td>hsa-let-7b</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>4.60</td>
<td>−1.20</td>
<td>2.55</td>
<td>1.35</td>
</tr>
<tr>
<td><strong>GSE26168 (serum)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hsa-miR-124*</td>
<td>.46</td>
<td>.23</td>
<td>1.23</td>
<td>−6.22</td>
<td>1.01</td>
<td>0.02</td>
</tr>
<tr>
<td>hsa-miR-1</td>
<td>.86</td>
<td>.82</td>
<td>0.23</td>
<td>−6.95</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>hsa-miR-155</td>
<td>.46</td>
<td>.08</td>
<td>1.86</td>
<td>−5.33</td>
<td>1.04</td>
<td>0.05</td>
</tr>
<tr>
<td>hsa-let-7b</td>
<td>.46</td>
<td>.16</td>
<td>1.45</td>
<td>−5.94</td>
<td>237.61</td>
<td>7.89</td>
</tr>
</tbody>
</table>

$^a$FC: fold change.

$^b$indicates the star strand for miR-124.

**Functional Enrichment of MiRNAs**

The functional enrichment and pathway analysis by MIENTURNET revealed the top significant pathways for hsa-let-7b-5p, hsa-miR-124-3p, hsa-miR-1-3p, and hsa-miR-155-5p, including the PI3K-AKT signaling pathway (hsa-let-7b-5p, hsa-miR-124-3p, hsa-miR-1-3p, hsa-miR-155-5p), endocrine resistance (hsa-let-7b-5p, hsa-miR-124-3p, hsa-miR-1-3p, hsa-miR-155-5p), AGE-RAGE signaling pathway in diabetic complications (hsa-let-7b-5p, hsa-miR-124-3p, hsa-miR-1-3p, hsa-miR-155-5p), lipid and atherosclerosis (hsa-let-7b-5p, hsa-miR-124-3p, hsa-miR-1-3p, hsa-miR-155-5p), insulin signaling pathway (hsa-let-7b-5p, hsa-miR-124-3p, hsa-miR-1-3p), mitogen-activated protein kinase (MAPK) signaling pathway (hsa-let-7b-5p, hsa-miR-124-3p, hsa-miR-1-3p, hsa-miR-155-5p), fluid sheer stress and atherosclerosis (hsa-let-7b-5p, hsa-miR-124-3p, hsa-miR-1-3p, hsa-miR-155-5p), adipocytokine signaling pathway (hsa-let-7b-5p, hsa-let-7b-3p, hsa-miR-124-3p, hsa-miR-1-3p), regulation of lipolysis in adipocytes (hsa-let-7b-5p, hsa-let-7b-3p, hsa-let-7b-2p, hsa-let-7b-1p), glucagon signaling pathway (hsa-let-7b-5p, hsa-let-7b-3p), and TGF-β signaling pathway (hsa-let-7b-5p, hsa-let-7b-3p) (see Figure 13 and Table S41 of Multimedia Appendix 1).

**Discussion**

**Principal Findings**

Diabetes develops because of dysregulated β-cell and adipose-tissue responses to chronic fuel excess, which result in so-called nutrient spillover, insulin resistance, and metabolic stress. The latter causes multiple organ damage. However, insulin resistance, while forcing β-cells to work harder, may also have an important defensive role against nutrient-related toxic effects in tissues such as the heart [32]. The liver, which primarily regulates glucose homeostasis in the body, has a strong association with diabetes. Liver disease in diabetes can further be classified into liver disease related to diabetes, hepatogenous diabetes, and liver disease occurring coincidentally with diabetes mellitus [33]. Recently, knowledge on the pathogenesis and management of diabetes mellitus has been expanding; however, the disease is far from being effectively managed in a large proportion of patients. In silico analysis of disease pathways and exploration of various disease-related genes and their regulatory molecules have revealed unforeseen vistas. In this study, we analyzed tissue-specific microarray gene expression data sets from publicly available repositories employing a network-based bioinformatics pipeline. We identified DEGs common to different tissues of patients with T2DM and constructed disease networks to provide insights into the interactions of the genes. These DEGs enabled the identification of associated dysregulated molecular pathways in tissues and related GO terms. A large number of pathways and GO categories were reduced by manual curation after filtering using a $P$ value threshold of .05.

Our analysis supports that diabetes is a multifactorial disease caused by multiple complex systems, with an abundant crossover between signaling pathways. For each data set included in the study, comprehensive analysis focusing on biological function and interaction of T2DM-related genes provided valuable insights.
information to understand the pathogenic effect of DEGs in various organs, including the heart, liver, and pancreas, of patients with diabetes. In this study, five mRNA expression profile data sets (GSE38642, GSE25724, GSE20966, GSE26887, and GSE23343), including 125 samples of the pancreas, heart, and liver tissues of patients with T2DM and controls without diabetes, were analyzed. A total of 16 seed genes were obtained after the final analysis. Some of these genes have been reported to play significant roles in T2DM and its related comorbidities. In a similar study that included DEG screening from a genome-wide association study (GWAS) catalog, Gupta and Vadde [34] identified four hub gene candidates, related signaling pathways, target miRNAs, and transcription factors. However, their selection criteria of the data sets chosen for analysis were different than those adopted in this study, which possibly accounts for the difference in results.

Neuregulin 1 (NRG1) and ERBB receptors are involved in glucose homeostasis. NRG1-ERBB pathway activation affects glucose metabolism in the liver. Mice with chronic NRG1 treatment showed increased p38 phosphorylation in the liver and improved glucose tolerance [35]. Myocardial NRG1/ERBB is altered during postmyocardial infarction heart failure associated with diabetes. NRG1 can improve the antioxidative function of the mitochondria, and thereby increase the proliferation and decrease the apoptosis of cardiomyocytes via ERBB/AKT signaling. This can explain the upregulated expression of NRG1 found in the cardiac tissue of patients with T2DM in our study. Moreover, the dysregulated insulin signaling pathway modifies titin-based cardiomyocyte tension, modulates diastolic function, impairs cyclic guanosine monophosphate (cGMP)–cGMP-dependent protein kinase signaling, and elevates protein kinase C-α activity, thereby causing titin-based cardiomyocyte stiffening in diabetic hearts. Chronic NRG1 application has shown promising results in the modulation of titin properties in T2DM-associated heart failure with a preserved ejection fraction [36]. Further, there are reports showing that hyperglycemia impairs NRG1/ERBB2 signaling by disrupting the balance between NRG1 isoforms, decreasing the expression of erb1, and correspondingly activating the MAPK pathway, ultimately aiding in the development of diabetic peripheral neuropathy [37]. Again, the downregulation of NRG1 expression in the liver found in this study points toward dysregulated glucose homeostasis.

**PKFB2** encodes 6-phosphofructo-2-kinase/fructose 2,6-bisphosphatase (PFKFB2/FBPase-2) isozyme 2, a bifunctional enzyme involved in the synthesis and degradation of fructose 2,6-bisphosphate. Enhanced hepatic glycolysis in mice achieved by overexpressing PFKFB2/FBPase-2 in the liver resulted in reduced body weight and visceral fat content. PFKFB2/FBPase-2 is also a binding partner for glucokinase, which plays a pivotal role in the rate-limiting step of glucose-stimulated insulin secretion in pancreatic β-cells, and regulates obesity, insulin secretory dysfunction, and T2DM [38,39]. The loss of PFK2 content as a result of reduced insulin signaling impairs its regulatory function of glycolysis and elevates the levels of early glycolytic intermediates. Although this may be beneficial in the fasting state to conserve systemic glucose, it represents a pathological impairment in diabetes mellitus [40]. Interestingly, PFKFB2, among a few other genes, showed opposing expression changes in the pancreas (downregulation) and heart (upregulation). This is likely due to the impaired insulin secretion pathway in pancreatic β-cells, in which PFKFB2 plays an important role [39]. Moreover, PFKFB2 is known to alleviate myocardial injury; hence, the increased expression level in the heart is possibly a protective mechanism [41].

CDK5 regulatory subunit associated protein (CDK5RAP) 1, 2, and 3 were all found to be differentially upregulated in four data sets, except GSE23343 in which these genes were downregulated. These genes have been associated with neuronal development and spindle checkpoint function [42]. FRMD4B plays a vital role in cardiac activity regulation. However, the effect varies in different populations due to polymorphisms. FRMD4B has shown to be associated with ischemic heart failure in a European population but not in other populations [43]. The G-protein Gq, encoded by GNAQ, is a crucial key regulator of the insulin secretion pathway that is involved in glucose metabolism, and a functional GNAQ promoter haplotype was associated with altered Gq expression and with insulin resistance and obesity in women with polycystic ovary syndrome [44]. The Niemann-Pick type C1 (NPC1) protein regulates the transport of cholesterol and fatty acids from late endosomes/lysosomes and has a central role in maintaining lipid homeostasis. In humans, GWAS and post-GWAS highlighted the implication of common variants in NPC1 in adult-onset obesity, body fat mass, and T2DM. Heterozygous human carriers of rare loss-of-function coding variants in NPC1 display an increased risk of morbid adult obesity [45]. Another significant DEG pair was orexin A and B, which regulate a variety of physiological functions. The biological effects of these neuropeptides occur through OXRx1, a G-protein coupled receptor. There is growing evidence that orexins regulate body weight, glucose homeostasis, and insulin sensitivity, and promote energy expenditure, thus protecting against obesity by interacting with brown adipocytes. Further, orexins control brown and white adipocytes as well as pancreatic α- and β-cell functions [46,47]. Single-cell RNA sequencing from samples of patients with gestational diabetes mellitus revealed SLC1A2 as a novel marker for syncytiotrophoblasts [48]. Such cell-type-specific marker genes in particular disease states can open new avenues of tissue-targeted therapeutic intervention.

Among the other DEGs, EEF1D regulates lipid synthesis via the PI3K/AKT, PPAR, and AMPK pathways [49]. CBFA2T2 is a key regulator of adipogenic differentiation through CEBPA [50]. Further, these seed genes were analyzed as possible miRNA targets in silico, which revealed the top 10 miRNAs for each of the pancreas, liver, and heart tissues, as well as for the 16 seed genes. The role of miRNAs in the regulation of the underlying pathogenic mechanisms of diabetes and diabetic complications is well established [7,51] Several of the target miRNAs for the seed genes have already been explored in T2DM, and our in silico analysis further confirms their candidacy as potential biomarkers as well as therapeutic targets. In fact, miR-124-3p was interconnected to 7 of the 16 seed genes. Pan et al [52] studied mouse primary hepatocytes and observed that regulation of miR-124-3p plays an important role in turning the hepatocytes into insulin-producing cells. A
recent analysis of weighted genes in diabetic retinopathy concluded miR-124-3p to be a pivotal regulatory molecule in the underlying pathogenesis [6]. Furthermore, in isolated myocardial cells, NRG1 expression was observed to be downregulated while miR-124-3p expression was upregulated in ischemia/reperfusion injury [53], which also supports our finding of this miRNA-mRNA target interaction. The miRNA hsa-miR-124-3p affects the immune status of patients with T2DM through its interaction with the obesity-related immune cytokines [54].

Three other miRNAs, namely miR-155-5p, miR-1-3p, and let-7b-5p, were also commonly identified in all three groups. Likewise, the role of miR-155-5p in diabetes has been widely studied, especially as a marker in diabetic kidney disease (DKD) [55-57]. The expression of miR-155-5p is positively associated with urinary microalbumin and has good diagnostic and prognostic value in patients with DKD [56]. Further, dihydromyricetin attenuates renal interstitial fibrosis by regulating PTEN signaling, a critical element in the pathogenesis of DKD, through miR-155-5p [58,59]. Recently, Zhou and colleagues [60] showed that metformin can relieve inflammation and fibrosis in patients with DKD by acting through an inflammation axis involving miR-155-5p. Some recent studies have also shown that miR-155-5p interferes with immune dysregulation in COVID-19 patients with diabetes or other comorbidities [61,62]. Further, all four miRNAs were found to be involved in regulating the endocrine resistance and AGE-RAGE pathways, which is in line with recent findings [63].

The differing trend in miRNA expression observed in our comparison of miRNA data sets from serum and renal tissue in T2DM highlights the necessity to further explore the tissue-specific alterations in T2DM to better comprehend its role in various tissues.

Limitations
The main limitation of this study is that it was based on an in silico analysis; therefore, further validation of the identified novel hub genes and miRNAs is still required based on laboratory experiments with human T2DM samples. The data sets were compiled using different arrays on the Affymetrix platform, and the patient populations belong to multiple ethnic groups, which may account for some of the variability in the results. Furthermore, the predicted miRNAs in this study could not be validated within the same tissue data sets. However, the functional enrichment for the miRNAs highlighted some significant pathways related to T2DM, its complications, and its pathogenic mechanisms.

Conclusion
The aim of this study was to identify the tissue-specific differential expression of genes, especially pertaining to the heart, liver, and pancreas, in T2DM. From Group 1 (pancreas: 374 DEGs), Group 2 (heart: 86 DEGs), and Group 3 (liver: 97 DEGs), we identified a total of 16 common DEGs (ARHGEF9, CBFA2T2, CDK5RAP2, EEF1D, FGDb, FRMD4B, GNAQ, MAML3, NPC1, NRG1, ORX1, PCDH7, PFKFB2, PSIP1, SLC1A2, and TRAK1) in the selected data sets. Further, we identified the top four common miRNAs (hsa-let-7b-5p, hsa-miR-124-3p, hsa-miR-1-3p, has-miR-155-5p) targeting the 16 common DEGs. Although we were not able to find any miRNA data set pertaining to the heart, pancreas, or liver tissue, we observed significant alterations of our predicted miRNAs in renal tissue. Interestingly, this significant alteration was conspicuously absent in the serum. The miRNAs identified in this study are involved in regulating various pathways, including the PI3K-AKT signaling pathway, endocrine resistance, and the AGE-RAGE signaling pathway. Moreover, the differing trend in miRNA expression observed in our comparison of miRNA data sets from the serum and renal tissue in T2DM highlights the necessity to further explore the tissue-specific alteration in T2DM to better comprehend its role in various tissues.
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Abstract

Background: The recent emergence of COVID-19 has caused an immense global public health crisis. The etiological agent of COVID-19 is the novel coronavirus SARS-CoV-2. More research in the field of developing effective vaccines against this emergent viral disease is indeed a need of the hour.

Objective: The aim of this study was to identify effective vaccine candidates that can offer a new milestone in the battle against COVID-19.

Methods: We used a reverse vaccinology approach to explore the SARS-CoV-2 genome among strains prominent in India. Epitopes were predicted and then molecular docking and simulation were used to verify the molecular interaction of the candidate antigenic peptide with corresponding amino acid residues of the host protein.

Results: A promising antigenic peptide, GVYFASTEK, from the surface glycoprotein of SARS-CoV-2 (protein accession number QIA98583.1) was predicted to interact with the human major histocompatibility complex (MHC) class I human leukocyte antigen (HLA)-A*11-01 allele, showing up to 90% conservancy and a high antigenicity value. After vigorous analysis, this peptide was predicted to be a suitable epitope capable of inducing a strong cell-mediated immune response against SARS-CoV-2.

Conclusions: These results could facilitate selecting SARS-CoV-2 epitopes for vaccine production pipelines in the immediate future. This novel research will certainly pave the way for a fast, reliable, and effective platform to provide a timely countermeasure against this dangerous virus responsible for the COVID-19 pandemic.

(JMIR Bioinform Biotech 2022;3(1):e32401) doi:10.2196/32401
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Introduction

COVID-19 began in December 2019 with an outbreak of a novel virus in Wuhan city of China [1]. The disease gained a rapid foothold worldwide, resulting in the World Health Organization (WHO) declaring it a global pandemic by March 2020. As of March 10, 2021, there has been a worldwide total of 118,159,602 cases and 2,622,101 deaths due to COVID-19 reported by the WHO. The virus causing COVID-19, SARS-CoV-2, spreads primarily through saliva, droplets, or discharges from the nose of an infected person after coughing or sneezing. Coronavirus are enveloped RNA viruses with the largest genome among all RNA viruses [2]. As continuous transmission of the virus across borders increases, imposing a major health burden on the global scale, more studies are urgently required to understand SARS-CoV-2. Moreover, in the absence of effective cures and drugs, vaccination or immunization therapy is imperative to target the entire population. In particular, immunoinformatics tools have proven to be crucial to move the vaccine development pipeline forward.
Since there is relatively little knowledge about the pathogenesis of the virus, an immunoinformatics-based approach to investigate the immunogenic epitopes for further vaccine development is required [4].

Since COVID-19 has affected almost the entire world’s population, binding of promiscuous epitopes to a variety of human leukocyte antigen (HLA) alleles is vital for larger dissemination. Toward this end, in silico approaches will be remarkably useful in helping to develop a cure as quickly as possible [5]. Antibody generation by the activation of B cells as well as acute viral clearance by T cells along with virus-specific memory generation by CD8+ T cells are analogously important to develop immunity against the virus [6]. The SARS-CoV-2 spike (S) protein is considered to be highly antigenic, and thereby can evoke strong immune responses and generate neutralizing antibodies that can block attachment of the virus to host cells [7].

In reverse vaccinology, various in silico biology tools are used to discover novel antigens by studying the genetic makeup of a pathogen and the genes that could lead to identification of good epitopes. The reverse vaccinology approach thus offers a fast and cost-effective vaccine discovery platform [8]. With this approach, a novel antigen is identified using omics analysis of the target organism. In silico analysis combined with the reverse vaccinology approach facilitates an easier and time- and labor-saving process of antigen discovery [9].

Herein, we explored the proteome of SARS-CoV-2 strains prominent in the Indian geographical region against the human host to identify potential antigenic proteins and epitopes that can effectively elicit a cellular-mediated immune response against the virus. With this approach, we identified a promising antigenic peptide, GYVFASTEK, from a surface glycoprotein (protein accession number QIA98583.1) of SARS-CoV-2, which was predicted to interact with human major histocompatibility complex (MHC) alleles and displayed up to 90% conservancy and significant antigenicity. Molecular docking analysis further confirmed the molecular interaction of the prime antigenic peptide with the residues of the HLA-A*11-01 allele for MHC class I. An overview of the study design is provided in Figure 1. After careful evaluation, this peptide was determined to be an appropriate epitope for eliciting a strong cell-mediated immune response against SARS-CoV-2. The outcomes from this significant analysis could help to select appropriate SARS-CoV-2 epitopes for multiepitope vaccine production pipelines in the near future. This novel research will certainly pave the way for a fast, reliable, and effective platform to provide a timely countermeasure against this dangerous pandemic disease.

Figure 1. Diagrammatic representation of the methodology. MHC: major histocompatibility complex.
Methods

Strain Selection
The highly virulent strain of SARS-CoV-2 was selected for the in silico analysis. The complete genome of SARS-CoV-2 is available in the National Center for Biotechnology Information database under reference NC_045512.2.

Protein Identification and Retrieval
The following 12 viral protein sequences of SARS-CoV-2 were retrieved from the ViPR database (Host: Human, Country: India) [10]: Orf10 protein (QIA98591.1), Orf8 protein (QIA98589.1), Orf7a protein (QIA98588.1), Orf6 protein (QIA98587.1), Orf3a protein (QIA98584.1), membrane glycoprotein (QIA98586.1), envelope protein (QIA98585.1), surface glycoprotein (QIA98583.1), surface glycoprotein (QIA98581.1), nucleocapsid protein (QIA987776.1), nucleocapsid protein (QIA987775.1), and nucleocapsid phosphoprotein (QIA98590.1).

Physicochemical Property Prediction
The online tool ProtParam of ExPASy [11] was used to predict various physicochemical properties of the selected protein sequences.

Protein Antigenicity
VaxiJen v.2.0 [12] was used to predict the antigenicity of the selected proteins. This software uses the FASTA file format of amino acid sequences as input and then predicts antigenicity based on the physicochemical properties of proteins. The output is denoted according to an antigenic score [13]. During analysis, the threshold was maintained at 0.4 [9].

B Cell and T Cell Epitope Prediction
The B cell and T cell epitopes of the selected surface glycoprotein sequence were predicted via the Immune Epitope Database (IEDB), which contains a large amount of experimental data on epitopes and antibodies [14]. The IEDB enables performing a robust analysis on several epitopes in the context of various tools, including conservation across antigens, population coverage, and clusters with similar sequences [15]. To obtain MHC class I–restricted CD8+ cytotoxic T lymphocyte epitopes of the selected surface glycoprotein sequence, the NetMHCpan EL 4.0 prediction method was applied for the HLA-A*11-01 allele. MHC class II–restricted CD4+ helper T lymphocyte epitopes were obtained for the HLA DRB1*04-01 allele using the Sturmilo prediction method. The top 10 MHC class I and top 10 MHC class II epitopes were randomly selected based on their percentile scores and antigenicity scores. Five random B cell lymphocyte epitopes were selected based on their greater lengths using the Bipipered linear epitope prediction method [8].

Antigenicity and Allergenicity of the Predicted Epitopes
VaxiJen v.2.0 was utilized to predict protein antigenicity. During antigenicity analysis, the threshold was maintained at 0.4 [9]. The allergenicity of the selected epitopes was predicted via AllerTOP v2 [16].

Transmembrane Helix and Toxicity Prediction of the Predicted Epitopes
The transmembrane helix of the selected epitopes was predicted using the TMHMM v2.0 server [17], which predicts whether the epitope would be in the transmembrane region, or remain inside or outside of the membrane. The toxicity prediction of the selected epitopes was carried out via the ToxinPred server [18].

Prediction of Conservation of the Selected Epitopes
The conservation analysis of the epitopes was performed via the epitope conservancy analysis tool of the IEDB server [15]. During analysis, the sequence identity threshold was maintained at ≥50 [8].

Cluster Analysis of MHC Alleles
Cluster analysis was carried out by MHCcluster 2.0 [19,20]. During cluster analysis, the number of peptides to be included was kept at 50,000 and the number of bootstrap calculations was set to 100. For cluster analysis, the NetMHCpan-2.8 prediction method was used.

Generation of 3D Structures of Selected Epitopes
The PEP-FOLD3 online tool [21] was used to predict the 3D structures of the selected best epitopes [22-24].

Molecular Docking and Molecular Dynamics Simulation
Molecular docking was carried out to depict the binding pattern of inhibitors with respective proteins. Predocking was carried out by UCSF Chimera [25]. The peptide–protein docking of the selected epitopes was carried out by the online docking tool PatchDock [26]. The results of PatchDock were refined and rescored by the FireDock server [27]. Docking was then performed by the HPEPDOCK server [28]. Docking pose analysis was performed using Ligplot [29]. The molecular simulation was executed with the GROMACS 2018.1 package using the Gromos43a1 force field [9]. Protein solvation was performed with the SPC water model in a cubic box (10.8 × 10.8 × 10.8 nm³). The solvated protein system was processed for energy minimization using the steepest algorithm up to a maximum of 25,000 steps or until the maximum force was not greater than 1000 kJ/mol/nm, which is the default threshold. The NVT and NPT ensembles for 50,000 steps (100 ps) were run at 300 K and 1 atm. The system was first equilibrated using the NVT ensemble followed by the NPT ensemble. The final molecular dynamic simulation was performed for the dock complex of the GVYFASTEK epitope docked against the HLA-A*11-01 allele (Protein Data Bank [PDB] ID 5WJL). Finally, the simulations were evaluated according to the root mean square deviation (RMSD) and root mean square fluctuation (RMSF) of atomic positions for the complete episode of simulations. All steps were similar across simulations, except that the final molecular dynamics simulation was carried out for 50 ns.
Results

Selection and Retrieval of Viral Protein Sequences
The SARS-CoV-2 strain was identified and 12 viral protein sequences against the human host in India were retrieved from the ViPR database and selected for possible vaccine candidate identification (Table 1). The FASTA sequences of the proteins are given in Multimedia Appendix 1.

Table 1. SARS-CoV-2 (Host: Human, Country: India) viral protein sequence identification and retrieval via the ViPR database.

<table>
<thead>
<tr>
<th>Gene symbol</th>
<th>Protein name</th>
<th>GenBank nucleotide accession</th>
<th>GenBank protein accession</th>
</tr>
</thead>
<tbody>
<tr>
<td>orf10</td>
<td>Orf10 protein</td>
<td>MT050493</td>
<td>QIA98591.1</td>
</tr>
<tr>
<td>orf8</td>
<td>Orf8 protein</td>
<td>MT050493</td>
<td>QIA98589.1</td>
</tr>
<tr>
<td>orf7a</td>
<td>Orf7a protein</td>
<td>MT050493</td>
<td>QIA98588.1</td>
</tr>
<tr>
<td>orf6</td>
<td>Orf6 protein</td>
<td>MT050493</td>
<td>QIA98587.1</td>
</tr>
<tr>
<td>orf3a</td>
<td>Orf3a protein</td>
<td>MT050493</td>
<td>QIA98584.1</td>
</tr>
<tr>
<td>M</td>
<td>Membrane glycoprotein</td>
<td>MT050493</td>
<td>QIA98586.1</td>
</tr>
<tr>
<td>E</td>
<td>Envelope protein</td>
<td>MT050493</td>
<td>QIA98585.1</td>
</tr>
<tr>
<td>S</td>
<td>Surface glycoprotein</td>
<td>MT050493</td>
<td>QIA98583.1</td>
</tr>
<tr>
<td>S</td>
<td>Surface glycoprotein</td>
<td>MT12098</td>
<td>QHS34546.1</td>
</tr>
<tr>
<td>N</td>
<td>Nucleocapsid protein</td>
<td>MT163715</td>
<td>QII8776.1</td>
</tr>
<tr>
<td>N</td>
<td>Nucleocapsid protein</td>
<td>MT163714</td>
<td>QII87775.1</td>
</tr>
<tr>
<td>N</td>
<td>Nucleocapsid phosphoprotein</td>
<td>MT050493</td>
<td>QIA98590.1</td>
</tr>
</tbody>
</table>

Physicochemical Property Analysis and Protein Antigenicity
Analysis of physicochemical properties of the 12 proteins, including amino acids, molecular weight, theoretical isoelectric point (pI), extinction coefficient (M⁻¹ cm⁻¹), estimated half-life (in mammalian cells), instability index, aliphatic index, and grand average of hydropathicity (GRAVY), were predicted (Table 2). With a fixed threshold of 0.4, all proteins were predicted to be antigenic (Table 3). The physicochemical analysis revealed that the surface glycoprotein (QIA98583.1) had the highest extinction coefficient of 148,960 M⁻¹ cm⁻¹ and the lowest GRAVY value of −0.077 among the proteins. In addition, the surface glycoprotein was stable and antigenic; therefore, we selected this protein for further analysis.

Table 2. Physicochemical properties of SARS-CoV-2 viral proteins.

<table>
<thead>
<tr>
<th>Gene symbol</th>
<th>Amino acids</th>
<th>Molecular weight</th>
<th>Theoretical pI¹</th>
<th>Extinction coefficient (M⁻¹ cm⁻¹)</th>
<th>Half-life in mammalian cells (hours)</th>
<th>Instability index</th>
<th>Aliphatic index</th>
<th>GRAVYb</th>
</tr>
</thead>
<tbody>
<tr>
<td>orf10</td>
<td>38</td>
<td>4449.23</td>
<td>7.93</td>
<td>4470</td>
<td>30</td>
<td>16.06 (stable)</td>
<td>107.63</td>
<td>0.637</td>
</tr>
<tr>
<td>orf8</td>
<td>121</td>
<td>13,804.93</td>
<td>5.42</td>
<td>16,305</td>
<td>30</td>
<td>46.24 (unstable)</td>
<td>94.13</td>
<td>0.181</td>
</tr>
<tr>
<td>orf7a</td>
<td>121</td>
<td>13,744.17</td>
<td>8.23</td>
<td>7825</td>
<td>30</td>
<td>48.66 (unstable)</td>
<td>100.74</td>
<td>0.318</td>
</tr>
<tr>
<td>orf6</td>
<td>61</td>
<td>7272.54</td>
<td>4.60</td>
<td>8480</td>
<td>30</td>
<td>31.16 (stable)</td>
<td>130.98</td>
<td>0.233</td>
</tr>
<tr>
<td>orf3a</td>
<td>275</td>
<td>31,122.94</td>
<td>5.55</td>
<td>58,705</td>
<td>30</td>
<td>32.96 (stable)</td>
<td>103.42</td>
<td>0.275</td>
</tr>
<tr>
<td>M</td>
<td>222</td>
<td>25,146.62</td>
<td>9.51</td>
<td>52,160</td>
<td>30</td>
<td>39.14 (stable)</td>
<td>120.86</td>
<td>0.446</td>
</tr>
<tr>
<td>E</td>
<td>75</td>
<td>8365.04</td>
<td>8.57</td>
<td>6085</td>
<td>30</td>
<td>38.68 (stable)</td>
<td>144.00</td>
<td>1.128</td>
</tr>
<tr>
<td>S</td>
<td>1273</td>
<td>141,206.52</td>
<td>6.24</td>
<td>148,960</td>
<td>30</td>
<td>33.01 (stable)</td>
<td>84.82</td>
<td>−0.077</td>
</tr>
<tr>
<td>S</td>
<td>1272</td>
<td>140,972.27</td>
<td>6.16</td>
<td>147,470</td>
<td>30</td>
<td>32.78 (stable)</td>
<td>85.05</td>
<td>−0.071</td>
</tr>
<tr>
<td>N</td>
<td>88</td>
<td>9827.08</td>
<td>10.23</td>
<td>8480</td>
<td>4.4</td>
<td>36.54 (stable)</td>
<td>61.14</td>
<td>−1.067</td>
</tr>
<tr>
<td>N</td>
<td>133</td>
<td>14,363.88</td>
<td>11.37</td>
<td>8480</td>
<td>1</td>
<td>58.97 (unstable)</td>
<td>44.21</td>
<td>−1.170</td>
</tr>
<tr>
<td>N</td>
<td>419</td>
<td>45,625.70</td>
<td>10.07</td>
<td>43,890</td>
<td>30</td>
<td>55.09 (unstable)</td>
<td>52.53</td>
<td>−0.971</td>
</tr>
</tbody>
</table>

¹pI: isoelectric point.
²GRAVY: grand average of hydropathicity.
Table 3. Antigenicity prediction of SARS-CoV-2 viral proteins (threshold value: 0.4).

<table>
<thead>
<tr>
<th>Protein name</th>
<th>Antigenicity score</th>
<th>Antigenicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orf10 protein</td>
<td>0.7185</td>
<td>Antigenic</td>
</tr>
<tr>
<td>Orf8 protein</td>
<td>0.6063</td>
<td>Antigenic</td>
</tr>
<tr>
<td>Orf7a protein</td>
<td>0.6441</td>
<td>Antigenic</td>
</tr>
<tr>
<td>Orf6 protein</td>
<td>0.6131</td>
<td>Antigenic</td>
</tr>
<tr>
<td>Orf3a protein</td>
<td>0.4945</td>
<td>Antigenic</td>
</tr>
<tr>
<td>Membrane glycoprotein</td>
<td>0.5102</td>
<td>Antigenic</td>
</tr>
<tr>
<td>Envelope protein</td>
<td>0.6025</td>
<td>Antigenic</td>
</tr>
<tr>
<td>Surface glycoprotein</td>
<td>0.4654</td>
<td>Antigenic</td>
</tr>
<tr>
<td>Nucleocapsid protein</td>
<td>0.5767</td>
<td>Antigenic</td>
</tr>
<tr>
<td>Nucleocapsid phosphoprotein</td>
<td>0.6235</td>
<td>Antigenic</td>
</tr>
</tbody>
</table>

---

**T Cell and B Cell Epitope Prediction**

The T cell epitopes of MHC class I were determined by the NetMHCpan EL 4.0 prediction method of the IEDB server with the sequence length set to 9. The server-generated epitopes were further analyzed based on the antigenicity scores and percentile scores, and the top 10 potential epitopes were selected randomly for antigenicity, allergenicity, toxicity, and conservancy tests. The server ranks the predicted epitopes in ascending order of percentile scores (Table 4). The T cell epitopes of MHC class II (HLA-DRB1*04-01 allele) of the protein were also determined by the IEDB server (Table 5) using Sturniolo prediction methods. The top 10 ranked epitopes of the protein were selected randomly for further analysis. Additionally, the B cell epitopes of the protein were selected using the Bipiperid linear epitope prediction method of the IEDB server, with the selection of epitopes based on greater lengths (Figure 2).

Table 4. Major histocompatibility complex class I epitopes of SARS-CoV-2 surface glycoprotein (QIA98583.1).

<table>
<thead>
<tr>
<th>Epitope</th>
<th>Start</th>
<th>End</th>
<th>Topology</th>
<th>Antigenicity</th>
<th>Antigenicity score</th>
<th>Allergenicity</th>
<th>Toxicity</th>
<th>Minimum identity (%)</th>
<th>Conservancy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GVYFASTEK</td>
<td>19</td>
<td>27</td>
<td>Inside</td>
<td>Yes</td>
<td>0.7112</td>
<td>Nonallergen</td>
<td>Nontoxic</td>
<td>11.11</td>
<td>100</td>
</tr>
<tr>
<td>VTTYPQAEK</td>
<td>15</td>
<td>23</td>
<td>Inside</td>
<td>Yes</td>
<td>0.8132</td>
<td>Allergen</td>
<td>Nontoxic</td>
<td>22.22</td>
<td>100</td>
</tr>
<tr>
<td>ASANLAAATK</td>
<td>40</td>
<td>48</td>
<td>Inside</td>
<td>Yes</td>
<td>0.7041</td>
<td>Allergen</td>
<td>Nontoxic</td>
<td>22.22</td>
<td>100</td>
</tr>
<tr>
<td>TLADAGIFIK</td>
<td>57</td>
<td>65</td>
<td>Inside</td>
<td>Yes</td>
<td>0.5781</td>
<td>Nonallergen</td>
<td>Nontoxic</td>
<td>22.22</td>
<td>100</td>
</tr>
<tr>
<td>TLKSTFYVEK</td>
<td>22</td>
<td>30</td>
<td>Inside</td>
<td>No</td>
<td>0.0809</td>
<td>Allergen</td>
<td>Nontoxic</td>
<td>11.11</td>
<td>100</td>
</tr>
<tr>
<td>NSASFSTFK</td>
<td>20</td>
<td>28</td>
<td>Inside</td>
<td>No</td>
<td>0.1232</td>
<td>Allergen</td>
<td>Nontoxic</td>
<td>11.11</td>
<td>100</td>
</tr>
<tr>
<td>TELPVSMTK</td>
<td>24</td>
<td>33</td>
<td>Inside</td>
<td>Yes</td>
<td>1.4160</td>
<td>Allergen</td>
<td>Nontoxic</td>
<td>10.00</td>
<td>100</td>
</tr>
<tr>
<td>SSTARLAMG</td>
<td>29</td>
<td>37</td>
<td>Outside</td>
<td>Yes</td>
<td>0.6215</td>
<td>Allergen</td>
<td>Nontoxic</td>
<td>22.22</td>
<td>100</td>
</tr>
<tr>
<td>GTHWVFQTR</td>
<td>49</td>
<td>57</td>
<td>Inside</td>
<td>No</td>
<td>0.0723</td>
<td>Allergen</td>
<td>Nontoxic</td>
<td>11.11</td>
<td>100</td>
</tr>
<tr>
<td>EILPVSMTK</td>
<td>25</td>
<td>33</td>
<td>Inside</td>
<td>Yes</td>
<td>1.6842</td>
<td>Allergen</td>
<td>Nontoxic</td>
<td>11.11</td>
<td>100</td>
</tr>
</tbody>
</table>
Table 5. Major histocompatibility class II epitopes of SARS-CoV-2 surface glycoprotein (QIA98583.1).

<table>
<thead>
<tr>
<th>Epitope</th>
<th>Start</th>
<th>End</th>
<th>Topology</th>
<th>Antigenicity score</th>
<th>Allergenicity</th>
<th>Toxicity</th>
<th>Minimum identity (%)</th>
<th>Conservancy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNFRVQPTESI</td>
<td>36</td>
<td>46</td>
<td>Inside</td>
<td>0.9897</td>
<td>Allergen</td>
<td>Nontoxic</td>
<td>11.11</td>
<td>100</td>
</tr>
<tr>
<td>NFRVQPTESIV</td>
<td>37</td>
<td>47</td>
<td>Inside</td>
<td>1.0669</td>
<td>Nonallergen</td>
<td>Nontoxic</td>
<td>22.22</td>
<td>100</td>
</tr>
<tr>
<td>FRVQPTESIVR</td>
<td>38</td>
<td>48</td>
<td>Inside</td>
<td>0.3493</td>
<td>Allergen</td>
<td>Nontoxic</td>
<td>9.09</td>
<td>100</td>
</tr>
<tr>
<td>VYYHKNNKSWM</td>
<td>3</td>
<td>13</td>
<td>Inside</td>
<td>0.3726</td>
<td>Allergen</td>
<td>Nontoxic</td>
<td>18.18</td>
<td>100</td>
</tr>
<tr>
<td>LGVYYHKNNKS</td>
<td>1</td>
<td>11</td>
<td>Inside</td>
<td>0.8696</td>
<td>Allergen</td>
<td>Nontoxic</td>
<td>9.09</td>
<td>100</td>
</tr>
<tr>
<td>GVVYHKNNKSW</td>
<td>2</td>
<td>12</td>
<td>Inside</td>
<td>0.6685</td>
<td>Allergen</td>
<td>Nontoxic</td>
<td>9.09</td>
<td>100</td>
</tr>
<tr>
<td>LLIVNATNVV</td>
<td>47</td>
<td>57</td>
<td>Inside</td>
<td>0.4166</td>
<td>Nonallergen</td>
<td>Nontoxic</td>
<td>9.09</td>
<td>100</td>
</tr>
<tr>
<td>LIVNNATNVVI</td>
<td>48</td>
<td>58</td>
<td>Inside</td>
<td>0.2045</td>
<td>Nonallergen</td>
<td>Nontoxic</td>
<td>9.09</td>
<td>100</td>
</tr>
<tr>
<td>IVNNATNVVIK</td>
<td>49</td>
<td>59</td>
<td>Inside</td>
<td>0.2274</td>
<td>Allergen</td>
<td>Nontoxic</td>
<td>9.09</td>
<td>100</td>
</tr>
<tr>
<td>VFVSNGTHWFV</td>
<td>44</td>
<td>54</td>
<td>Outside</td>
<td>0.0957</td>
<td>Allergen</td>
<td>Nontoxic</td>
<td>18.18</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 2. B cell epitope prediction for the surface glycoprotein of SARS-CoV-2 (QIA98583.1).

**Topology Identification of Epitopes**

The topology of the selected epitopes was determined by the TMHMM v2.0 server. Table 4 and Table 5 represent the potential T-cell epitopes of selected surface glycoprotein. Table 6 shows the potential B cell epitopes with their respective topologies.
Table 6. B cell epitopes of SARS-CoV-2 surface glycoprotein (QIA98583.1).

<table>
<thead>
<tr>
<th>Epitope</th>
<th>Topology</th>
<th>Antigenicity</th>
<th>Allergenicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>RTQLPAYTNS</td>
<td>Inside</td>
<td>Antigen</td>
<td>Allergen</td>
</tr>
<tr>
<td>SGTNGTKRFDN</td>
<td>Inside</td>
<td>Antigen</td>
<td>Allergen</td>
</tr>
<tr>
<td>LTPDGSSSGWTAG</td>
<td>Outside</td>
<td>Antigen</td>
<td>Nonallergen</td>
</tr>
<tr>
<td>VRQAPQQTGKIAD</td>
<td>Inside</td>
<td>Antigen</td>
<td>Nonallergen</td>
</tr>
<tr>
<td>YQAGSTPCNGV</td>
<td>Inside</td>
<td>Nonantigen</td>
<td>Nonallergen</td>
</tr>
<tr>
<td>QAPQQTGKIAD</td>
<td>Inside</td>
<td>Antigen</td>
<td>Nonallergen</td>
</tr>
<tr>
<td>YGFQPTNGVGYQ</td>
<td>Outside</td>
<td>Antigen</td>
<td>Allergen</td>
</tr>
<tr>
<td>RDIADTDAVRPQ</td>
<td>Inside</td>
<td>Antigen</td>
<td>Allergen</td>
</tr>
<tr>
<td>QTQTNSPRRARSV</td>
<td>Inside</td>
<td>Nonantigen</td>
<td>Nonallergen</td>
</tr>
<tr>
<td>ILPDPKSKRS</td>
<td>Outside</td>
<td>Antigen</td>
<td>Nonallergen</td>
</tr>
</tbody>
</table>

Antigenicity, Allergenicity, Toxicity, and Conservancy Analysis of Epitopes

The selected T cell epitopes were found to be highly antigenic as well as nonallergenic, nontoxic, and had a conservancy greater than 90%. Among the 10 selected MHC class I epitopes and 10 selected MHC class II epitopes, a total of four epitopes were selected based on the above-mentioned criteria: GVTYFASTEK, TLADAGFIK, NFRVQPTESI, and LLIVNNATNV.

Cluster Analysis of MHC Alleles

The cluster analysis of the MHC class I alleles that possibly interact with the predicted epitopes was carried out by the online tool MHCcluster 2.0, which generates clusters of alleles phylogenetically. The results are shown in Figure 3, in which the red zone indicates a strong interaction and the yellow zone corresponds to a weaker interaction.

Three-Dimensional Structure Prediction (Modeling) of Epitopes

All T cell epitopes were subjected to 3D structure prediction with the PEP-FOLD3 server, which were used for peptide-protein docking (Figure 4).
Peptide-Protein Docking and Vaccine Candidate Prioritization

Molecular docking was performed to determine whether all of the identified epitopes could bind with MHC class I and MHC class II molecules. The selected epitopes docked with the HLA-A*11-01 allele (PDB ID 5WJL) and HLA-DRB1*04-01 allele (PDB ID 5JLZ). The docking was performed using the PatchDock online docking tool and refined by the FireDock online server. Results were also analyzed by the HPEPDOCK server (see Figure S1 in Multimedia Appendix 1). Among the four epitopes, the selected glycoprotein QIA98583.1, GVYFASTEK (MHC class I epitope), showed the best result with the lowest global energy of –52.82. Further, the docking pose was analyzed via Ligplot (Figure 5a) and the docking site can be visualized in Figure 5b. We also identified highly antigenic and nonallergenic B cell vaccine candidates LTPGDSSSGWTAQ and VRQIAPGQTGKIAD from the selected surface glycoprotein (QIA98583.1).

Figure 5. (A) Docking pose analysis via LigPlot (GVYFASTEK epitope docking against the HLA-A*11-01 allele [PDB ID: 5WJL]). Molecular docking result showing protein-ligand interaction. Oxygen (O), nitrogen (N), and carbon (C) atoms are represented by red, blue, and black circles, respectively. (B) Molecular docking analysis showing that the docking site of the ligand (GVYFASTEK epitope) in our study is similar to the ligand used in the crystal structure of the HLA-A*11-01 allele (PDB ID: 5WJL).

Figure 4. Three-dimensional structure generation of T-cell epitopes by the PEP-FOLD3 server. Epitope representation: (A) GVYFASTEK, (B) TLADAGFIK, (C) NFRVQPTESI, and (D) LLIVNNATNV.
Molecular Dynamics Simulation

Molecular dynamics simulation of the dock complex of the GVYFASTEK epitope docked against the HLA-A*11-01 allele (PDB ID 5WJL) was successfully executed for 50 ns. The complex became stable throughout the simulation with an RMSD fluctuation of 0.3-1.0 nm from the original position (Figure 6a). In most cases, residues lying in the core protein regions have low RMSF values while exposed loops have high RMSF values (Figure 6b). The peaks in the graph show a value between 0.1 and 0.6 nm. Both these results indicate that the protein complexes were stable throughout the molecular docking simulations, demonstrating that the proteins possess good ability for stability.

Discussion

Principal Findings

A vaccine is an enormously imperative and expansively formed therapeutic product. Millions of infants, children, and adults are vaccinated every year. However, the development and research processes of vaccines are expensive and occasionally require countless months to prepare and advance an appropriate vaccine candidate toward eliminating a pathogen. There are currently innumerable tools and approaches of immunoinformatics, computer-aided drug design, bioinformatics, and converse/reverse vaccinology to extensively progress vaccine design and preparations, which in turn help to reduce the duration and cost investment for vaccine expansion [8,30].

In this study, physicochemical analysis revealed that the SARS-CoV-2 surface glycoprotein QIA98583.1 exhibited the highest extinction coefficient of 148,960 M⁻¹ cm⁻¹ and the lowest GRAVY value of -0.077 among the identified viral proteins. In addition, this selected surface glycoprotein was highly stable (instability index <40) and antigenic. The antigenicity of the protein was determined by the VaxiJen V2.0 server. If a compound has a variability index greater than 40, it means that the product is considered to be unbalanced [31]. The extinction coefficient refers to the quantity of light that is captured by a complex at a particular wavelength [32,33]. Various physicochemical properties, including the number of amino acids, molecular mass/weight, theoretical pl, extinction coefficient, uncertainty index, aliphatic index, and GRAVY, were resolved by the ProtParam server [34].

The two major functioning immune cells are B and T lymphocytic cells, which are responsible for several defensive roles in the body. Once identified by an antigen-presenting cell (APC; eg, dendritic cells and macrophages), the antigen is accessible by the MHC class II molecule existing on the surface of APCs to helper T cells. Subsequently, the helper T cell acquires a CD4+ fragment on its surface, designated as a CD4+ T cell. Once stimulated by an APC, helper T cells subsequently stimulate B cells, yielding antibody-producing plasma B cells alongside memory B cells. Plasma B cells harvest several antibodies and memory B cells function in long-term immunological memory. Moreover, macrophages and CD8+ cytotoxic T cells are also triggered by helper T cells to ultimately abolish the target antigen [35-39].

The possible B and T cell epitopes of the selected SARS-CoV-2 viral protein were identified by the IEDB server [14], which generates and ranks the epitopes based on their antigenicity scores and percentile scores. The top 10 MHC class I and class II epitopes were engaged for this investigation. The topology of the precise epitopes was resolved by the TMHMM v2.0 server [17]. In all inflammatory situations such as allergenicity, antigenicity, toxicity, and conservancy examinations, the T cell epitopes were found to be exceedingly antigenic with a higher immune response without allergenicity or toxicity, and showed a conservancy of over 90%. Among the 10 certain MHC class I and 10 selected MHC class II epitopes of the protein, four epitopes were designated based on the revealed properties, GVYFASTEK, TLADAGFIK, NFRVQPTESI, and LLIVNNATNVV, along with antigenic and nonallergenic B cell epitopes that were selected for additional vaccine candidate investigation. Cluster examination of the conceivable MHC class I and MHC class II alleles that might interact with the
predicted epitopes was performed by the online tool MHC cluster 2.0 [20]. The antigenicity, demarcated as the capability of an extraneous ingredient to act as an antigen and stimulate B and T cell responses over their epitope, correspondingly identifies the antigenic determinant portion [40]. The allergenicity is defined as the capability of that ingredient to act as an allergen and induce latent allergic responses in the host [41].

Moreover, cluster analysis of the MHC class I and II alleles was similarly performed to categorize their association with each other and group them based on their functionality and predicted specificity [19]. In the following steps, peptide-protein docking was performed among the selected epitopes and MHC alleles. The MHC class I epitopes remained docked to the MHC class I molecule (PDB ID 5WJL) and the MHC class II epitopes were docked to the MHC class II molecule (PDB ID 5JLZ) correspondingly. The peptide-protein docking was performed to evaluate the capability of the epitopes to interact with the MHC molecules. Predocking was performed by UCSF Chimera and then 3D structure generation of the epitopes was performed. The docking was executed by the PatchDock and FireDock servers and analyzed by the HPEPDOCK server constructed on global energy. The GVYFASTEK epitope demonstrated the best scores in the peptide-protein docking. All of the vaccine candidates proved to be potentially antigenic and nonallergenic, indicating that they should not cause any allergenic reaction within the host. However, more in vitro and in vivo examinations should be performed to confirm the safety, usefulness, and potential of the predicted vaccine candidates.

Conclusion
In the face of the enormous tragedy of suffering, demise, and social adversity caused by the COVID-19 pandemic, it is of extreme importance to develop an effective and safe vaccine against this disease. Bioinformatics, reverse vaccinology, and related technologies are widely used in vaccine design and development, since these technologies reduce costs and time. In this study, we first identified proteins belonging to SARS-CoV-2 against the human host from strains in India. The potential B cell and T cell epitopes that can effectively elicit cellular-mediated immune responses related to these selected proteins were then determined through robust processes. The potential T cell epitope (GVYFASTEK) and B cell epitopes (LTPGDSSSSGWTAG, VRQIAPGQGTGKIAAD, QIAPGQGKIAAD, and ILPDPSKPSKRS) can play major roles in the development of new subunit and multiepitope vaccines. In brief, reverse vaccinology is confirmed as a reliable means to recognize novel vaccine candidates and their consequential application. This study can motivate further research in an innovative and efficient direction to deliver a fast, reliable, and significant platform in search of an effective and timely cure of COVID-19 caused by SARS-CoV-2.
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Abstract

Background: A recent global outbreak of COVID-19 caused by the severe acute respiratory syndrome coronavirus-2 (SARS-CoV-2) created a pandemic and emerged as a potential threat to humanity. The analysis of virus genetic composition has revealed that the spike protein, one of the major structural proteins, facilitates the entry of the virus to host cells.

Objective: The spike protein has become the main target for prophylactics and therapeutics studies. Here, we compared the spike proteins of SARS-CoV-2 variants using bioinformatics tools.

Methods: The spike protein sequences of wild-type SARS-CoV-2 and its 6 variants—D614G, alpha (B.1.1.7), beta (B.1.351), delta (B.1.617.2), gamma (P.1), and omicron (B.1.1.529)—were retrieved from the NCBI database. The ClustalX program was used to sequence multiple alignment and perform mutational analysis. Several online bioinformatics tools were used to predict the physiological, immunological, and structural features of the spike proteins of SARS-CoV-2 variants. A phylogenetic tree was constructed using CLC software. Statistical analysis of the data was done using jamovi 2 software.

Results: Multiple sequence analysis revealed that the P681R mutation in the delta variant, which changed an amino acid from histidine (H) to arginine (R), made the protein more alkaline due to arginine’s high pKa value (12.5) compared to histidine’s (6.0). Physicochemical properties revealed the relatively higher isoelectric point (7.34) and aliphatic index (84.65) of the delta variant compared to other variants. Statistical analysis of the isoelectric point, antigenicity, and immunogenicity of all the variants revealed significant correlation, with P values ranging from <.007 to .04. The generation of a 2D gel map showed the separation of the delta spike protein from a grouping of the other variants. The phylogenetic tree of the spike proteins showed that the delta variant was close to and a mix of the Rousettus bat coronavirus and MERS-CoV.

Conclusions: The comparative analysis of SARS-CoV-2 variants revealed that the delta variant is more aliphatic in nature, which provides more stability to it and subsequently influences virus behavior.

(JMIR Bioinform Biotech 2022;3(1):e37391) doi:10.2196/37391
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Introduction

The constant evolution of new variants of SARS-CoV-2 is a substantial challenge to people from every sector, particularly those in health care and research and development in the areas of diagnostics, prophylactics, and therapeutics development, as well as policy makers and administrators. The virus was first observed in December 2019 in China and later spread throughout the globe causing a pandemic. However, continuous mutations...
in the genome of the virus have created several new variants among the circulating viruses in different geographical regions worldwide. These mutations have led to increased transmissibility, antibody evasion, and severity in patients. Several research studies have cited that the spike protein of the coronavirus is responsible for interacting with human cells to penetrate inside [1,2]; however, adaptive mutations accumulated in the gene responsible for the spike protein have allowed the virus to acclimatize and escape the host immune system. A number of variants have been isolated and identified worldwide; the World Health Organization classified them as variants of concern (alpha, beta, gamma, delta, and omicron) and variants of interest (VOIs; eta, iota, kappa, and lambda) [3].

A single mutation in a gene can lead to a change of an amino acid in a protein, which can drastically affect an organism’s ability in many ways, such as transmissibility, quick adaptability, stability evading the host immune system, and pathogenicity [4]. The availability of high throughput second generation sequencing technologies like next-generation sequencing in the last decade has helped in the timely sequencing of the genomes of SARS-CoV-2 variants to identify mutations occurring among new genetic variants. Rapid sequencing technology has not only facilitated sequencing of the viral genome but also helped accelerate the development of diagnostic tools, vaccines, and therapeutics for COVID-19. Furthermore, the availability of genome sequence data and databases helped the scientific community to continuously strive toward new and thorough understanding of the properties of the virus variants and develop counter strategies against the virus to safeguard humankind.

The isoelectric point (pI) of a protein is crucial in determining the physicochemical properties of the protein [5]. The exposure of charged amino acids on the protein surface to solvents, hydration, and dehydration also influences the pI of a protein [6,7]. Thus, evaluation of the pI of the spike proteins of wild-type and mutated variants is quintessential in understanding the influence of the spike protein on virus behavior and the transmission rate of viruses, as well as developing prophylactic and therapeutic agents. Additionally, the roles of posttranslational modification, phosphorylation, methylation, and alkylation also influence the pI of a protein, which cannot be ignored. Similarly, the genome of SARS-CoV-2 is prone to genetic evolution or genetic shift while adapting to a human host’s microenvironment. Such mutations result in the emergence of new variants that might have different characteristics compared to its ancestral strains. Therefore, in this study, we aim to adopt an in silico method to analyze the spike protein sequences of wild-type and other variants of SARS-CoV-2 to know their physicochemical, functional, and evolutionary properties, which might help in the surveillance of SARS-CoV-2 through a systematic understanding of the continuously evolving properties as well as to develop the diagnostic tools and standardization of prophylactics and therapeutics strategies.

**Methods**

**Retrieval of Spike Protein Sequences and Multiple Sequence Alignment**

The protein sequences of wild-type SARS-CoV-2 and its 6 variants—D614G, alpha (B.1.1.7), beta (B.1.351), delta (B.1.617.2), gamma (P.1), and omicron (B.1.1.529)—were obtained from the NCBI database. The list of all the variants with the NCBI accession numbers are mentioned in Table 1. Multiple sequence alignment of all the protein was done using ClustalX2 software [8] to identify and confirm common and specific mutations among all the sequences listed in Table 1.

**Table 1.** List of SARS-CoV-2 spike proteins and the comparison of mutational analysis data of the wild type and its variants.

<table>
<thead>
<tr>
<th>SARS-CoV-2 variants</th>
<th>First identified</th>
<th>NCBI accession</th>
<th>Linear SeqVrl</th>
<th>Pango lineage</th>
<th>Mutation in spike protein variants</th>
<th>Specific mutation in spike protein variants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wild type</td>
<td>Wuhan, China</td>
<td>YP_009724390</td>
<td>__a</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>D614G</td>
<td>United States</td>
<td>QTA38988</td>
<td>21-Mar-21</td>
<td>D614G</td>
<td>D614G</td>
<td>D614G</td>
</tr>
<tr>
<td>Alpha (B.1.1.7)</td>
<td>United Kingdom</td>
<td>P0DTC2</td>
<td>02-Jun-21</td>
<td>B.1.1.7</td>
<td>E484K, A570D, D614G, P681H</td>
<td>N501Y</td>
</tr>
</tbody>
</table>

*Not available.*
Physicochemical Properties and Posttranslational Modification Prediction
Physicochemical properties such as total amino acids, molecular weight, pI, grand average of hydropathicity (GRAVY), aliphatic index, etc., were predicted using the ProtParam tool [9]. Posttranslational modifications for all spike protein variants were predicted as follows: phosphorylation sites using the NetPhos 2.0 server [10]; glycosylation sites using the NetNGlyc 1.0 server [11]; and disulfide bonds using the Scratch Protein Predictor server [12].

Prediction of Immunoproperties
B-cell epitopes of all the variants were predicted using the ABCpred server [13] and exposed B-cell epitopes were predicted using the BepiPred 2.0 server [14]. T-cell epitopes and their immunogenicity were predicted using the IEBD Analysis Resource server [15], strong binding T-cells were identified using the NetMHCpan 4.1 server [16], and predications of cytotoxic T-lymphocytes were identified by the NetCTL 4.0 server [17].

Secondary and Tertiary Structure Prediction
Predictions of secondary structures were identified by the PHYRE2 server [18] and the percentage of the following parameters were assessed: alpha helix, beta stand, transmembrane helix, and disorder. Subsequently, the tertiary structure was predicted using the Swiss model server [19] and the global model quality estimation, confidence, and coverage scores were collected. The structure was also analyzed for Ramachandran plot–allowed regions.

Generation of Phylogenetic Tree and 2D Gel Reference Map
The spike protein sequences of the wild type and variants were collected from NCBI, and the protein sequences of MERS-CoV and Rousettus bat coronavirus GCCDC1 were also obtained from NCBI with accession numbers AHY22525 and QKF94914, respectively. The phylogenetic tree was constructed using CLC sequence viewer and DNAMAN software [20] by neighbor joining method, and a virtual 2D protein map of all the spike protein variants was generated using the JVirGel V2.0 software [21].

Ethical Considerations
The study is registered with the institutional ethics committee of the Shri Dharmasthala Manjunatheshwara University (registration no. ECR/950/Inst/KA/2017/RR-21), Sattur, India. According to the institutional ethics committee guidelines, in compliance with the National guidelines/regulation on ethics in Biomedical Research, ethical clearance is not required for studies not involving human subjects/animals/patient medical records/tissues/biologicals fluids/pathogenic microorganism.

Results
In Silico Analysis
The results of an in silico analysis of the wild-type and variant protein sequences of spike protein revealed several common and specific mutations as listed in Table 1. Interestingly, the mutation P681H in the alpha variant [22] changed an amino acid from histidine (H) to arginine (R). Further, the analysis of physicochemical properties revealed that the pI and antigenicity of the delta variant were relatively high compared to other variants, and immunoproperties like B- and T-cell epitope sequences were different in the beta and delta variant compared to others. The phylogenetic tree and 2D gel maps clearly separated the delta variant from others.

Physicochemical Properties and Posttranslational Modification Prediction
The analysis of the physicochemical properties of all the spike proteins was interesting, especially the pI and aliphatic index, which ranged from 6.28 to 7.34 and from 82.04 to 84.65, respectively (Table 2). Among all the proteins, the delta variant had high pI (7.34) and high aliphatic index (84.65) when compared to other proteins (Table 2). However, all the proteins were stable. Meanwhile, the predicted total number of phosphorylation sites in the wild type was 133 whereas this prediction relatively decreased in the delta variant protein (Table 3). Among all the proteins, the delta variant had high pI (7.34) and high aliphatic index (84.65) when compared to other proteins (Table 2). However, all the proteins were stable. Meanwhile, the predicted total number of phosphorylation sites in the wild type was 133 whereas this prediction relatively decreased in the delta variant protein (Table 3). In addition, the number of serine, threonine, and tyrosine in phosphorylation sites varied among the variants compared to the wild type.

Predictions of the total number of N-glycosylation and disulfide bonds among the spike protein variants revealed numbers ranging from 16 to 20 and from 14 to 15 sites, respectively (Table 3).
Table 2. Comparison of predicted physicochemical property values of the spike protein of SARS-CoV-2 and its variants.

<table>
<thead>
<tr>
<th>SARS-CoV-2 variants</th>
<th>Total amino acids</th>
<th>MW(^a)</th>
<th>pI(^b)</th>
<th>Extinction coefficient (M(^-1) cm(^\text{-1}))</th>
<th>EC/A(^c)</th>
<th>Half-life (h)</th>
<th>Instability index</th>
<th>Classification of protein</th>
<th>Aliphatic index</th>
<th>GRAVY(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wild type</td>
<td>1273</td>
<td>141178</td>
<td>6.24</td>
<td>148960</td>
<td>1.055</td>
<td>30</td>
<td>33.01</td>
<td>stable</td>
<td>84.67</td>
<td>–0.079</td>
</tr>
<tr>
<td>D614G</td>
<td>1252</td>
<td>138712</td>
<td>6.49</td>
<td>147345</td>
<td>1.062</td>
<td>30</td>
<td>32.06</td>
<td>stable</td>
<td>85.01</td>
<td>–0.067</td>
</tr>
<tr>
<td>Alpha (B.1.1.7)</td>
<td>1273</td>
<td>141178</td>
<td>6.24</td>
<td>148960</td>
<td>1.055</td>
<td>30</td>
<td>33.01</td>
<td>stable</td>
<td>84.67</td>
<td>–0.079</td>
</tr>
<tr>
<td>Beta (B.1.351)</td>
<td>1288</td>
<td>142201</td>
<td>6.38</td>
<td>148335</td>
<td>1.043</td>
<td>30</td>
<td>31.29</td>
<td>stable</td>
<td>82.03</td>
<td>–0.142</td>
</tr>
<tr>
<td>Delta (B.1.617.2)</td>
<td>1271</td>
<td>140895</td>
<td>7.34</td>
<td>148960</td>
<td>1.057</td>
<td>30</td>
<td>32.58</td>
<td>stable</td>
<td>84.65</td>
<td>–0.08</td>
</tr>
<tr>
<td>Gamma (P.1)</td>
<td>1257</td>
<td>139207</td>
<td>6.18</td>
<td>140315</td>
<td>1.008</td>
<td>30</td>
<td>31.15</td>
<td>stable</td>
<td>83.43</td>
<td>–0.127</td>
</tr>
<tr>
<td>Omicron (B.1.1.529)</td>
<td>1285</td>
<td>142424</td>
<td>6.63</td>
<td>146845</td>
<td>1.018</td>
<td>30</td>
<td>33.10</td>
<td>stable</td>
<td>81.84</td>
<td>–0.164</td>
</tr>
</tbody>
</table>

\(^a\)MW: molecular weight.

\(^b\)pI: isoelectric point.

\(^c\)EC/A: extinction coefficient/absorbance for 1% solutions.

\(^d\)GRAVY: grand average of hydropathicity.

Table 3. Comparison of phosphorylation, N-glycosylation, and disulfide bonds values of the spike protein of SARS CoV-2 and its variants.

<table>
<thead>
<tr>
<th>SARS-CoV-2 variants</th>
<th>Phosphorylation sites</th>
<th>Predicted Ser(^a), Thr(^b), and Tyr(^c) sites</th>
<th>Predicted number</th>
<th>N-glycosylation sites</th>
<th>Predicted number</th>
<th>Total number of cysteine</th>
<th>Predicted number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wild type</td>
<td>Ser, Thr, Tyr</td>
<td>Ser-64, Thr-44, Tyr-22</td>
<td>133</td>
<td>Asn(^d)-Ser/Thr</td>
<td>17</td>
<td>40</td>
<td>15</td>
</tr>
<tr>
<td>D614G</td>
<td>Ser, Thr, Tyr</td>
<td>Ser-64, Thr-45, Tyr-22</td>
<td>131</td>
<td>Asn-Ser/Thr</td>
<td>17</td>
<td>38</td>
<td>15</td>
</tr>
<tr>
<td>Alpha (B.1.1.7)</td>
<td>Ser, Thr, Tyr</td>
<td>Ser-67, Thr-44, Tyr-22</td>
<td>133</td>
<td>Asn-Ser/Thr</td>
<td>17</td>
<td>40</td>
<td>15</td>
</tr>
<tr>
<td>Beta (B.1.351)</td>
<td>Ser, Thr, Tyr</td>
<td>Ser-71, Thr-43, Tyr-24</td>
<td>136</td>
<td>Asn-Ser/Thr</td>
<td>17</td>
<td>30</td>
<td>14</td>
</tr>
<tr>
<td>Delta (B.1.617.2)</td>
<td>Ser, Thr, Tyr</td>
<td>Ser-65, Thr-43, Tyr-22</td>
<td>130</td>
<td>Asn-Ser/Thr</td>
<td>16</td>
<td>40</td>
<td>15</td>
</tr>
<tr>
<td>Gamma (P.1)</td>
<td>Ser, Thr, Tyr</td>
<td>Ser-66, Thr-43, Tyr-24</td>
<td>133</td>
<td>Asn-Ser/Thr</td>
<td>20</td>
<td>30</td>
<td>14</td>
</tr>
<tr>
<td>Omicron (B.1.1.529)</td>
<td>Ser, Thr, Tyr</td>
<td>Ser-68, Thr-43, Tyr-21</td>
<td>132</td>
<td>Asn-Ser/Thr</td>
<td>18</td>
<td>30</td>
<td>14</td>
</tr>
</tbody>
</table>

\(^a\)Ser: serine.

\(^b\)Thr: threonine.

\(^c\)Tyr: tyrosine.

\(^d\)Asn: asparagine.

Prediction of Immunoproperties

Predictions of the number of exposed B-cell epitopes for spike protein varied from 38 to 41 (Table 4). The B-cell epitope sequence for the wild-type, alpha, and gamma variants was QTQTNSPRRARSV, whereas this sequence changed for the D614G, beta, and delta variants. Among all the variants, the delta variant showed the highest score for protective antigen (0.4709) and antigenicity (0.7440; Table 4). Predictions for C-cell epitopes revealed that the number of epitopes ranged from 35 to 38 and the number of strong binders in T-cell were from 21 to 23. The predicted T-cell epitopes for the wild-type and gamma spike variants were identical to IGNITRFQTLLALH but changed in other spike protein variants. However, except in the alpha variant, the sequence QTLLALH was supposed to be conserved (Table 4). The immunogenicity prediction scores for the spike protein variants varied. Meanwhile, statistical analysis of pI, antigenicity, and immunogenicity scores revealed the significance of the data, especially between alpha and wild type (P=0.007), delta and wild type (P=0.02), and delta and alpha (P=0.02). The correlation matrix was positive with P values ranging from <.007 to .04 (Table 5).
### Table 4. Comparison of the immunological properties of the spike protein of SARS-CoV-2 and its variants.

| SARS-CoV-2 variants | Exposed B-cell epitopes | B-cell epitopes | Protective antigen prediction score | Predicted probability of antigenicity score | Number of epitopes identified in CTL \(^a\) | Number of strong binders in T-cell | Predicted epitopes in T-cell | Immuno- 

genicity prediction score |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wild type</td>
<td>40</td>
<td>QTQTNSPRRARSV</td>
<td>0.4646</td>
<td>0.717053</td>
<td>37</td>
<td>21</td>
<td>IGINITRFQTLLALH</td>
<td>0.3751</td>
</tr>
<tr>
<td>D614G</td>
<td>40</td>
<td>YHKNNKS</td>
<td>0.4583</td>
<td>0.741478</td>
<td>35</td>
<td>22</td>
<td>ITRFOQTLLA</td>
<td>0.96257</td>
</tr>
<tr>
<td>Alpha (B.1.1.7)</td>
<td>40</td>
<td>QTQTNSPRRARSV</td>
<td>0.4646</td>
<td>0.717053</td>
<td>37</td>
<td>21</td>
<td>NGTHWFVFTQRNFYEP</td>
<td>0.3019</td>
</tr>
<tr>
<td>Beta (B.1.351)</td>
<td>40</td>
<td>HPQFEKGGSSCGGSG</td>
<td>0.4542</td>
<td>0.643558</td>
<td>38</td>
<td>23</td>
<td>QPYRVVLSFELLHA I</td>
<td>1.23216</td>
</tr>
<tr>
<td>Delta (B.1.617.2)</td>
<td>38</td>
<td>SLGAENSVAYSN</td>
<td>0.4709</td>
<td>0.744007</td>
<td>35</td>
<td>22</td>
<td>IRAEIRASANLAAT</td>
<td>0.0304</td>
</tr>
<tr>
<td>Gamma (P.1)</td>
<td>41</td>
<td>QTQTNSPRRARSV</td>
<td>0.4583</td>
<td>0.596261</td>
<td>36</td>
<td>22</td>
<td>IGINITRFQTLLALH</td>
<td>1.07515</td>
</tr>
<tr>
<td>Omicron (B.1.1.529)</td>
<td>33</td>
<td>QTQTSHGSGASSVA</td>
<td>0.4646</td>
<td>0.717053</td>
<td>31</td>
<td>20</td>
<td>IGINITRFQTLLALH</td>
<td>0.49637</td>
</tr>
</tbody>
</table>

\(^a\)CTL: cytotoxic T-lymphocyte.

### Table 5. The \(P\) values of isoelectric point, antigenicity, and immunogenicity of the spike protein of SARS-CoV-2 and its variants.

<table>
<thead>
<tr>
<th>SARS-CoV-2 variants</th>
<th>Wild type</th>
<th>D614G</th>
<th>Alpha</th>
<th>Beta</th>
<th>Delta</th>
<th>Gamma</th>
<th>Omicron</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wild type</td>
<td>(r)</td>
<td>.06</td>
<td>.07</td>
<td>.09</td>
<td>.02</td>
<td>.08</td>
<td>.01</td>
</tr>
<tr>
<td>(P) value</td>
<td></td>
<td>.01</td>
<td>.06</td>
<td>.09</td>
<td>.02</td>
<td>.03</td>
<td>.04</td>
</tr>
<tr>
<td>D614G</td>
<td>(r)</td>
<td>.06</td>
<td>.04</td>
<td>.10</td>
<td>.02</td>
<td>.12</td>
<td>.01</td>
</tr>
<tr>
<td>(P) value</td>
<td></td>
<td>.08</td>
<td>.03</td>
<td>.09</td>
<td>.01</td>
<td>.11</td>
<td>.07</td>
</tr>
<tr>
<td>Alpha</td>
<td>(r)</td>
<td>.09</td>
<td>.04</td>
<td>.10</td>
<td>.02</td>
<td>.12</td>
<td>.01</td>
</tr>
<tr>
<td>(P) value</td>
<td></td>
<td>.02</td>
<td>.03</td>
<td>.09</td>
<td>.01</td>
<td>.11</td>
<td>.07</td>
</tr>
<tr>
<td>Beta</td>
<td>(r)</td>
<td>.09</td>
<td>.04</td>
<td>.10</td>
<td>.02</td>
<td>.12</td>
<td>.01</td>
</tr>
<tr>
<td>(P) value</td>
<td></td>
<td>.02</td>
<td>.03</td>
<td>.09</td>
<td>.01</td>
<td>.11</td>
<td>.07</td>
</tr>
<tr>
<td>Delta</td>
<td>(r)</td>
<td>.09</td>
<td>.04</td>
<td>.10</td>
<td>.02</td>
<td>.12</td>
<td>.01</td>
</tr>
<tr>
<td>(P) value</td>
<td></td>
<td>.02</td>
<td>.03</td>
<td>.09</td>
<td>.01</td>
<td>.11</td>
<td>.07</td>
</tr>
<tr>
<td>Gamma</td>
<td>(r)</td>
<td>.09</td>
<td>.04</td>
<td>.10</td>
<td>.02</td>
<td>.12</td>
<td>.01</td>
</tr>
<tr>
<td>(P) value</td>
<td></td>
<td>.02</td>
<td>.03</td>
<td>.09</td>
<td>.01</td>
<td>.11</td>
<td>.07</td>
</tr>
<tr>
<td>Omicron</td>
<td>(r)</td>
<td>.09</td>
<td>.04</td>
<td>.10</td>
<td>.02</td>
<td>.12</td>
<td>.01</td>
</tr>
<tr>
<td>(P) value</td>
<td></td>
<td>.02</td>
<td>.03</td>
<td>.09</td>
<td>.01</td>
<td>.11</td>
<td>.07</td>
</tr>
</tbody>
</table>

\(^a\)Not applicable.

### Secondary and Tertiary Structure Prediction

Secondary and tertiary prediction of all the spike protein variants showed that all protein structures were stable (Figure 1). The predicted proportion of alpha helices, beta strands, transmembrane helices, and disorders of all the variants are shown in Figure 1. The alpha helix percentages varied from 26% in the wild type to 21% in the gamma variant, whereas the beta strand percentages varied from 37% in the wild type to 42% in the gamma variant; however, analysis of alpha and beta percentages revealed that the proteins were stable. The global
model quality estimate scores and Ramachandran favored regions—of which all the spike protein variants’ percentages were similar to the wild type’s—indicated that there was no significant change in the stability of the variants compared to the wild type (Figure 1).

**Figure 1.** Graphical illustration of the predicted percentages of the secondary and tertiary structure and disorder of the spike proteins of SARS-CoV-2 wild type and its variants. GMQE: global model quality estimate; TM: transmembrane.

---

**Generation of 2D Gel Reference Map and Phylogenetic Tree**

The 2D reference map of the spike protein and its variants revealed a grouping of the wild-type, D614G, alpha, beta, gamma, and omicron variants whereas the delta variant was clearly separated (Figure 2). The phylogenetic tree of the spike protein of the wild-type and variant proteins along with MERS-CoV and bat coronavirus was constructed as seen in Figure 3. Construction of the phylogenetic tree grouped the wild-type and alpha variants as one cluster and the beta, gamma, and omicron variants as another cluster. The D614G variant stood in between these 2 groups. Interestingly, the delta variant was closely grouped with MERS-CoV and *Rousettus* bat coronavirus. Meanwhile, the omicron variant showed 99% bootstrap values with the D614G variant, showing the closest relationship among all others. However, the tree has 2 branches: one with the wild type and variants (except delta) and another with the delta variant along with MERS-CoV and *Rousettus* bat coronavirus (Figure 3).

**Figure 2.** The 2D gel map of SARS-CoV-2 and its variants.
**Discussion**

The current COVID-19 pandemic caused by SARS-CoV-2 has clearly demonstrated the potential of the coronavirus to continuously evolve in the wild and transmit to new species including humans with varied physicochemical and virulence properties. The world has witnessed several mutants of this virus, with “VOIs” and “variants of concern” taking several millions lives. However, the situation seems to be under control because of the availability of vaccines recently from the beginning of the year 2021. However, it is quintessential to understand the constantly mutating property of viruses to establish effective and timely health care strategies to avoid the consequential economic loss or burden and safeguard humankind. Understanding life-threatening organism such as SARS-CoV-2 is a continuous and challenging process for the health care and scientific community as well as for policy makers and administrators. There are several methods to study and understand the disease-causing agents, of which the in silico analysis method has contributed enormously to make the scientific community’s tasks easier by reducing the required effort, time, and costs in recent years. Therefore, in this study, we have made an effort to understand the variants of concerns, especially how their spike proteins spread around the globe. The analysis of the physicochemical properties of spike proteins of the wild-type and mutated variants of SARS-CoV-2 revealed interesting features of the delta variant, such as pI, molecular weight, instability index, GRAVY, and aliphatic index (Table 2).

The pI of a protein is crucial to understanding its biochemical function [23] and dependent on the dissociation and constant of the ionizable amino acid groups. The major ionizable amino acid groups present in SARS-CoV-2 are arginine, aspartate, histidine, glutamate, cysteine, and lysine, which play an important role in defining the pI of a spike protein [24-26]. However, posttranslational modification influences the pI of a protein. The mutation of P681R in the delta variant [22] changed an amino acid from histidine to arginine, which sparked our curiosity to try to understand the potential impact of the change in amino acid on the properties of the spike protein in the alpha and delta variants. Interestingly, the pKa values of both amino acids greatly differed—histidine has a value of 6.0 (low basic) and arginine has a value 12.5 (high basic). Other specific mutations observed in the delta variant were also basic or aliphatic in nature (Table 1). Thus, if this property is substantial, then that would make the protein more basic. The mutation P681H in the alpha variant did not cause substantial changes in the behavior of virus, but the mutation P681R in the delta variant did cause substantial changes in the behavior of the virus in terms of transmissibility, pathogenicity, immune evasion, and the severity of the infection [22]. Conversely, a neutral mutation
was observed in the D614G variant spike protein [27,28], where an acidic amino acid (D) was replaced with neutral one (G).

To see the effect of the pI on the biochemical properties, the wild-type and variant spike proteins were evaluated by predicting the 2D gel reference map, which interestingly demonstrated grouping except the separation of the delta protein on the map (Figure 2). The results of the physicochemical properties and 2D gel analysis revealed that the pI of a protein plays an important role in the behavior of proteins, especially where high pI turns protein more positive or aliphatic. Additionally, it is interesting to know that this property of protein is used in antibody preparation—to make a protein or its subunit more immunogenic [29,30]. Hence, we suppose that this property of proteins should be taken into consideration when designing and preparing prophylactic and therapeutic agents. Similarly, a recent study on the VOIs of SARS-CoV-2 virus particles that measured pI using chemical force microscope revealed VOIs have lower surface charge and hydrophobicity than the wild type, which might have played a role in VOIs having increased transmission ability [29]. Therefore, the pI of protein and the surface charge and hydrophobicity of viral particles are important factors to consider when designing prophylactics and therapeutics for any viral diseases [4,28,30,31].

Substantial changes in the physicochemical properties of the spike protein of wild-type SARS-CoV-2 and its variants has not been observed; however, a high number of phosphorylation sites (136) was observed in the beta variant and a low number (130) was observed in the delta variant. Meanwhile, a high number of N-glycosylation sites (20) was observed in the gamma variant and a low number (16) was observed in the delta variant. The total number of disulfide bonds among the wild type and variants did not vary much; however, it ranged from 14 to 15 and the number bonds were enough to give structural stability. Overall, the physicochemical properties did not differ markedly; however, the differences found were enough to influence the change in protein behavior and, subsequently, the behavior of the virus.

The antigenicity and immunogenicity scores of wild-type SARS-CoV-2 and its variants were interesting, especially the delta variant which showed high and low scores, respectively. Comparison of pI, antigenicity, and immunogenicity was made to evaluate the significance of the data; the P values were .007 between the alpha variant and wild type, .02 between the delta variant and wild type, and .02 between the delta and alpha variants. Overall, these P values suggest that the predicted values and the antigenic and immunogenic sequences are reliable. The number of exposed B-cell and cytotoxic T-lymphocyte epitopes were low in the delta variant compared to the wild-type and other variants of SARS-CoV-2. The exposed B-cell epitope sequence for the delta variant was SLGAENSVAYSN, and the change in epitope sequence showed that mutations did have an effect on the morphology of the virus.

The evolutionary relationship among the wild type and its variants was evaluated by constructing a phylogenetic tree using protein sequences. Interestingly, we found a clear grouping of the D614G, beta, and gamma variants, with bootstrap values of 100% for beta and gamma and 93% between D614G and beta/gamma. The delta variant was close to Rousettus bat coronavirus and MERS-CoV (Figure 3) with a bootstrap value of 68%. The alpha variant was close to the wild type with an 83% bootstrap value. Interestingly, we could observe a hybrid position of the delta variant between the wild type and the MERS-CoV and Rousettus bat coronavirus. Therefore, we suppose that the delta variant might be carrying characteristics from the wild type and other wild bat coronaviruses (Figure 3).

In another interesting observation, the omicron variant seems to have evolved from the D614G variant with a bootstrap value 99%, as well as having imported some characteristics from the beta and gamma variants since omicron was also seen branching from these 2 variants with a 60% bootstrap value (Figure 3).

In conclusion, our study highlights that the accumulation of adaptive mutations in SARS-CoV-2 influenced the change in pI of the spike protein and, subsequently, the behavior of the virus. The prediction and comparison of the physicochemical properties of spike proteins of the wild type and its variants revealed that the delta variant displayed unique changes compared to the wild type. Evolutionary features showed a clear separation of the wild-type, alpha, and delta spike proteins and the grouping of the D614G, beta, and gamma spike proteins. Nevertheless, the continuous evolution of new SARS-CoV-2 strains demands further systematic understanding of its variants, which would not only help in developing the improvised rapid “antigen test” market but also in developing vaccines and therapeutics. Thus, more similar studies would unravel the important biochemical properties, evolutionary history, immunological behavior, and physiological properties of viruses.
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Abstract

Background: Large amounts of biological data have been generated over the last few decades, encouraging scientists to look for connections between genes that cause various diseases. Clustering illustrates such a relationship between numerous species and genes. Finding an appropriate distance-linkage metric to construct clusters from diverse biological data sets has thus become critical. Pleiotropy is also important for a gene’s expression to vary and create varied consequences in living things. Finding the pleiotropy of genes responsible for various diseases has become a major research challenge.

Objective: Our goal was to establish the optimal distance-linkage strategy for creating reliable clusters from diverse data sets and identifying the common genes that cause various tumors to observe genes with pleiotropic effect.

Methods: We considered 4 linking methods—single, complete, average, and ward—and 3 distance metrics—Euclidean, maximum, and Manhattan distance. For assessing the quality of different sets of clusters, we used a fitness function that combines silhouette width and within-cluster distance.

Results: According to our findings, the maximum distance measure produces the highest-quality clusters. Moreover, for medium data set, the average linkage method, and for large data set, the ward linkage method works best. The outcome is not improved by using ensemble clustering. We also discovered genes that cause 3 different cancers and used gene enrichment to confirm our findings.

Conclusions: Accuracy is crucial in clustering, and we investigated the accuracy of numerous clustering techniques in our research. Other studies may aid related works if the data set is similar to ours.

(JMIR Bioinform Biotech 2022;3(1):e30890) doi:10.2196/30890
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Introduction

A substantial amount of genetic data began to accumulate in the hands of bioinformatics experts at the turn of the 21st century. The process was sped by advances in technology hardware and improved computer algorithms. Scientists began storing all of this genomic information in sequential data [1] and intensity matrix [2] formats. Different types of sequences, such as protein, DNA, and RNA sequences, are kept in sequential data format, and the intensity matrix preserves gene behavior under various conditions. To record and analyze gene behavior on sample individuals, these conditions can vary under varied light intensities.

Microarray [3] is a type of intensity matrix in which each row represents a single gene, and each column indicates that gene’s behavior in a given situation. A microarray data set’s sample structure is shown in Table 1. Four genes express themselves at 3 different times or circumstances. Depending on the normalization approach used, the values stored in a microarray data set can be both positive and negative.
Researchers have been extracting valuable biological information from microarray data. The construction of a phylogenetic tree is one of the most extensively used methodologies [4]. The evolutionary relationships between numerous species are shown by the phylogenetic tree. In the case of genes, it calculates gene similarity to create a gene tree that depicts how particular genes have evolved [5]. Although phylogenetic trees are based on sequence data because mutations occur in any species’ genome sequence, genome sequences are comparatively large and need a lot of computing power and memory. Gene expression represents phenotypes of a gene, and different genes exhibit variable levels of expression under the same conditions [6]. As a result, we can employ phenotype, which is a measurement of the genes’ reflection due to genotype differences. The expression level of genes calculates how near they are to one another using the microarray data set as an input, because the transcriptional activity of similar genes should be similar [7]. A tree is built by connecting all closely related genes one by one, with each leaf representing a single gene and branches separating one group of genes from another [8,9]. This hierarchical tree can aid in the creation of more precise groupings. It assists biologists in determining and comprehending the function of an unknown gene. As a result, developing appropriate metrics for clustering microarray data is a significant scientific challenge.

Different clustering approaches have been presented to extract information from the microarray data set [10]. Clustering algorithms divide unclassified data into distinct classified groups [11], with the most comparable data points grouped together. As a result, if an unknown element belongs to a recognized cluster, it becomes easier for the researcher to forecast its properties. Clustering is a technique used in bioinformatics to organize microarray data and predict properties of unknown genes based on which cluster they belong to [11]. Furthermore, bioinformatics workflow [12] and immune repertoire profiling [13] are classified using hierarchical clustering, a sort of clustering technique. It also has applications in the prediction of nonsmall cell lung cancer metastasis [14], the high-confidence identification of B cell clones [15], and the identification of cell type from a single cell transcriptome [16]. It is also used to create a phylogenetic tree using microarray data [15]. The hierarchical clustering methodology uses a distance algorithm to calculate the distance between distinct genes after inputting microarray data. The distance is then used to connect closely related genes in clusters using a linkage approach.

Various distance methods are employed depending on the data set’s characteristics. The way the 2 distance methods determine the difference between 2 distant data points is the fundamental distinction between them. Euclidean [17], Chebyshev [18], and other distance approaches are common. After applying the distance approach, the hierarchical clustering technique connects related genes using several types of linking methods to form a cluster. single linkage method [19], complete linkage method [20], average linkage method [20], and others are some of the most used linkage methods. Linkage methods connect genes in a bottom-up manner, eventually resulting in a hierarchical tree, often known as a phylogenetic tree. As computational ability and technology progress, it has become increasingly important to establish reliable clusters of related genes to understand unknown genes in sensitive domains such as health care and disease prediction.

Pleiotropy is another key phenomenon identified in the investigation of gene functions behind many diseases. Pleiotropy occurs when a single gene influences many phenotypic features [21]. There are numerous examples of multiple genes working together to cause a single disease [22-24]. Furthermore, it appears that a single gene is responsible for several disorders [25]. Even though we can identify diseases caused by the same gene, the gene’s impact on each disease is different. It may appear to be more active in some disorders than in others. As a result, we can visualize the impact of a gene on other diseases if we can detect commonalities in their expressions for different diseases and quantify the distance.

In this work, we used a variety of data sets to investigate different distance-linkage combinations for hierarchical clustering. These clusters have revealed which gene groupings are closely connected to one another. We also assessed the fitness of those groupings and attempted to determine which distance-linkage combination produced the greatest results. We validated our findings using 8 different data sets. Furthermore, we used the best measure to identify common genes responsible for various tumors. Gene enrichment scores about their influence on various diseases were used to corroborate our findings.

### Methods

This section goes over our proposed methodology. First, we provided the proposed workflow for determining the optimum clustering distance-linkage approach. Then we went over several distance metrics, linkage methods, and our selection procedure for comparing the performance of various combinations. Finally, the pleiotropic gene observation methodology is discussed.

**Identifying the Best Distance-Linkage Method**

Our investigation begins with the import of a microarray data set into our procedure. This microarray data set is typically a 2D array, with rows representing different genes and columns representing their intensity at various time stamps. To minimize the dimensionality of the data set, we will use Principal
Component Analysis. It is a sophisticated approach used by academics to remove irrelevant data from a data set while keeping its integrity.

Then, in our data set, we run a distance metric. A distance measure, in general, calculates the similarity of 2 genes and determines how far apart they are. We employed the following 3 different distance metrics: Euclidean, Manhattan, and maximum. We chose a linkage method to connect related genes and generate a hierarchical tree after picking the distance metric. We used the following 4 linkage methods: single, complete, average, and ward linkage methods. We constructed a hierarchical tree using the distance-linkage method, where each leaf represents a gene, and the branches reflect the dissimilarity among them. The tree was then cut to various heights, resulting in several sets of genes for each cut point. Subsequently, we identified the appropriate cut point for that hierarchical tree by calculating how well those genes are clustered on different cut points. We used “Average Silhouette Width” and “Distance within Cluster” to calculate the fitness of the groups formed by different cut locations. The optimal fitness value is calculated using these fitness values. We determined the best combination of distance and linkage methods for a single data set by repeating this process with different combinations of distance and linkage methods. Figure 1 depicts the algorithm.

**Figure 1.** Proposed algorithm for finding the best distance-linkage combination. Input: Microarray data set. Output: Distance-linkage combination.

```r
D <- List of distance metrics
L <- List of linkage metrics
Best <- {}   
score <- 0

for each d in D:
  for each l in L:
    create hierarchical tree using d and l from the data set
    fitness <- 0
    repeat
      f <- cut the tree at different heights and calculate the fitness of cluster
      if f > fitness then
        fitness <- f
      if fitness > score then
        score <- fitness
        Best <- {d,l}
    until fitness - 0 or fitness < f

return Best
```

For a particular data set, D, optimal fitness value can be expressed by the following equations:

$$
\text{Fitness} = \text{Distance} \times \text{Linkage Method}
$$

Where $d$ distance methods and, $l$ linkage methods.

**Used Distance Methods**

Euclidean distance uses Pythagorean formula to calculate the distance between 2 genes. For n dimensional space, we can write that formula as follows:

$$
d(p,q) = \sqrt{\sum_{i=1}^{n} (p_i - q_i)^2}
$$

Unlike Euclidean distance, Manhattan distance takes the modulus value of the subtraction. For n-dimensional space, the equation of Manhattan Distance will be as follows:

$$
d(p,q) = \sum_{i=1}^{n} |p_i - q_i|
$$

Maximum distance, on the other hand, calculates the subtraction value for each column before selecting the highest number. The formula for n-dimensional space is as follows:

$$
d(p,q) = \max_{i=1}^{n} |p_i - q_i|
$$

**Used Linkage Methods**

The single linkage approach connects 2 clusters by taking the shortest distance between them. The equation for the single linkage method to calculate the distance between any element and another element in another group is as follows:

$$
d(P,Q) = \min_{p \in P, q \in Q} d(p,q)
$$

Where $p$ is an element in cluster $P$ and $q$ is an element of cluster $Q$.

To compute the distance, the complete technique uses the farthest points in 2 clusters and connects the clusters with the shortest distance. The equation for the entire linking approach is as follows:

$$
d(P,Q) = \max_{p \in P, q \in Q} d(p,q)
$$

The average method determines the average value for each gene inside the cluster, then connects them one by one on each layer to form a hierarchical tree. Equation 7 is the average linkage method update formula.
Where \( m \) is all the instances of cluster \( a \), and \( n \) is all the instances of cluster \( b \).

A centroid point is determined using Ward linkage (much like the centroid method). The squared distance value of each point in each cluster is then calculated using that centroid. It then sums all the squared distance values obtained by the 2 clusters together. It takes the smallest total value produced by a cluster pair and merges them on that level after repeating the same technique for every cluster on the same level. Equation 8 is the Ward linkage method update formula.

**Metrics Used to Calculate Fitness**

The fitness of the clusters we acquired after cutting the hierarchical tree at a specific height was calculated using the following 2 metrics: average silhouette width (ASW) and distance inside cluster. The following formula is used to compute silhouette width:

\[
\text{silhouette width} = \frac{a(i) - s(i)}{\max(a(i), s(i))}
\]

Where \( a(i) \) is the average distance from object \( i \) and all the other points of the cluster in which \( i \) belongs; \( b(i) \) is the distance of the closest point in other cluster; and \( s(i) \) is the silhouette value between 2 clusters.

ASW is the average of all the silhouette values. Generally, it varies from –1 to 1, and the value closer to 1 is considered better.

The distance within a cluster is used to determine how close the elements are. Each cluster’s centroid is chosen during this process. The distance between each object in the cluster and the centroid is then determined as an average. This calculation’s formula is as follows:

\[
\text{distance within clusters} = \frac{\sum_{i=1}^{n} \text{dist}(c,i)}{|E|}
\]

Where \( \text{dist}(c,i) \) is the distance between centroid \( c \) and element \( i \) in a cluster; \( E \) is the set of elements in the cluster; and \(|E|\) is the number of elements in the cluster.

From the characteristics, we can understand that ASW measures the quality of clusters. A greater ASW indicates good quality of clusters, that is, for a data set \( D \), distance metric \( d \) and linkage method \( l \),

\[
\text{ASW} = \frac{1}{n} \sum_{i=1}^{n} \text{silhouette width}(i)
\]

Where \( S_i \) is the ASW for cut point \( i \).

However, distance within clusters measures how compact the data points are in the clusters. Therefore, better-quality clusters will have lower distance within clusters, that is,

\[
W_i = \frac{1}{n} \sum_{i=1}^{n} \text{distance within clusters}(i)
\]

Where \( W_i \) is the distance within clusters for cut point \( i \).

Thus, to compare the quality of clusters we acquired at different cut points \( i \) in the hierarchical tree, our fitness function combines these 2 criteria. When these 2 relationships are combined, our fitness function becomes as follows:

\[
\text{fitness function} = \frac{1}{n} \sum_{i=1}^{n} \text{fitness}(i)
\]

From this function, we can find out the optimal fitness for a specific combination of metrics in a certain data set.

**Cluster Ensemble**

We will try ensemble clustering [26] to see if it works better once we have tried different clustering combinations. Three ensemble clustering techniques were employed, which are as follows: (1) similarity partitioning based on clusters; (2) hypergraph partitioning algorithm [27-29]; (3) meta-clustering algorithm.

**Cluster-Based Similarity Partitioning**

It starts by creating an \( nxn \) binary matrix in which the input is 1 if two objects belong to the same cluster and 0 otherwise. Every clustering approach is put through it. The final ensemble cluster is then generated using an entry-wise average of all clustering approaches.

**Hypergraph Partitioning Algorithm**

The data set is represented as a hypergraph by this algorithm. The hypergraph is then partitioned to determine the smallest number of edges. It produces the ensemble cluster based on the smallest number of edges.

**Metaclustering Algorithm**

The metaclustering algorithm starts by creating numerous clusters from a data set. The dissimilarity between those clusters is then calculated, and a metacluster is generated as a result of that measurement. In this approach, the ensemble is represented by the final metacluster.

One of the most important characteristics of these algorithms is that the number of clusters that the algorithm will build must be declared at the start. For the specified data set, we used the cluster number created by the best distance-linkage combination.

**Observing Pleiotropy for Different Cancers**

We identified the genes responsible for various cancer tumors from the data sets and then evaluated their expression in different patients with cancer to report their various phenotypes in order to discover the pleiotropic behavior of distinct genes. We built a secondary data set by extracting the expression data for each gene from each data set after identifying the common genes across these disorders. Every primary data set must contain an equal number of time stamp values in order to build a 2D microarray data set. The data sets, however, have different numbers of columns. Central nervous system, for example, includes 60 time stamps for a single gene, but the ALL-AML (acute lymphoblastic leukemia-acute myeloid leukemia) data set has 72 time stamps. We cannot modify or remove any columns from the data set because doing so could compromise the data’s integrity or result in the loss of valuable information.

To address this issue, we estimated the mean, median, standard
deviation, and variance, which may be used to summarize numerical data [30], and we used these numbers to construct our secondary data set. We will design a hierarchical tree using the perfect distance-linkage method found in the previously presented method because we have a data set for each gene with pleiotropic behavior. For that particular gene, the diseases that are closest to each other share similar summarized statistics. As a result, these trees will aid our understanding of how a single gene exhibits various phenotypes in patients with cancer. Furthermore, the gene enrichment scores of these common genes for the disorders that are frequent will be used to corroborate our findings.

Ethical Considerations
Since no human or animal trial was conducted during this research, the authors did not apply for an ethical approval for the study.

Results

We will discuss the experimental outcomes we discovered in our research in this part. We started by explaining the data sets we used. The findings for various distance-linkage method combinations were then shown. We later presented our findings in terms of pleiotropy for the shared genes.

Data Set

We obtained gene expression data for various cancers from a publicly accessible database [31]. Every data set includes the disease-causing genes as well as their expression in various patients with the same condition. We also examined a data set from a variety of disorders to confirm that our findings were disease-agnostic. We used 7 data sets for various cancers. Table 2 lists the specifics of each data set.

The number of genes and patients, or the number of conditions for each gene, differs among these data sets. We used a diverse data set to discover the ideal metrics, which can be used to any gene expression data set. Furthermore, these databases contain certain genes that are widely used. We have created a secondary data set to explore and analyze those genes further.

Table 2. Description of data sets.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Data domain</th>
<th>Number of patients</th>
<th>Number of genes</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNS(^a)</td>
<td>Central nervous system</td>
<td>60</td>
<td>7129</td>
</tr>
<tr>
<td>ALL-AML(^b)</td>
<td>Acute lymphocytic leukemia</td>
<td>72</td>
<td>7129</td>
</tr>
<tr>
<td>Lung cancer</td>
<td>Lung cancer</td>
<td>181</td>
<td>12,533</td>
</tr>
<tr>
<td>Ovarian cancer</td>
<td>Ovarian cancer</td>
<td>253</td>
<td>15,154</td>
</tr>
<tr>
<td>Lymphoma</td>
<td>Lymphoma</td>
<td>62</td>
<td>4022</td>
</tr>
<tr>
<td>SRBCT(^c)</td>
<td>Small round blue cell tumor</td>
<td>83</td>
<td>2308</td>
</tr>
</tbody>
</table>

\(^a\)CNS: central nervous system.  
\(^b\)ALL-AML: acute lymphoblastic leukemia-acute myeloid leukemia.  
\(^c\)SRBCT: small round blue cell tumor.

Result of Experiments for Identifying the Best Distance-Linkage Method

In our experiment, we employed several combinations of distance measurements and connection algorithms to generate a hierarchical tree. To validate our founding, we used 3 distance metrics and 4 linking methods. We combined these 3 distance metrics and 4 linkage methods to build 12 hierarchical trees for each data set. We cut each tree on numerous cut points after building hierarchical trees. As a result, the tree has been separated into several distinct groups. We assessed the fitness value for each cut point and selected the highest as the ideal value for that hierarchical tree given that particular distance metric-linkage method combination.

A portion of a hierarchical tree of genes from the lung cancer data set is shown in Figure 2. This tree was constructed using the maximum-Ward combination. The full tree has a large number of leaves due to the data set’s 12,533 genes. All the values using Equation 13 are calculated, and the best values for each combination of distance method and linkage metric are shown in Table 3.
Figure 2. Hierarchical tree created using the maximum-Ward method on lung cancer data set.
Table 3. Fitness value for different combinations of distance and linkage metrics.

<table>
<thead>
<tr>
<th>Data set and linkage</th>
<th>Manhattan distance</th>
<th>Euclidean distance</th>
<th>Maximum distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNS a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>3.80x10^{-13}</td>
<td>9.47x10^{-12}</td>
<td>3.50x10^{11}</td>
</tr>
<tr>
<td>Complete</td>
<td>1.42x10^{-13}</td>
<td>6.78x10^{-12}</td>
<td>3.44x10^{12}</td>
</tr>
<tr>
<td>Single</td>
<td>2.59x10^{-13}</td>
<td>5.72x10^{-12}</td>
<td>2.16x10^{11}</td>
</tr>
<tr>
<td>Ward</td>
<td>4.49x10^{-14}</td>
<td>3.22x10^{-13}</td>
<td>3.09x10^{12}</td>
</tr>
<tr>
<td>ALL-AML b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>1.20x10^{-6}</td>
<td>1.45x10^{5}</td>
<td>3.39x10^{5}</td>
</tr>
<tr>
<td>Complete</td>
<td>8.89x10^{-7}</td>
<td>2.11x10^{5}</td>
<td>1.51x10^{5}</td>
</tr>
<tr>
<td>Single</td>
<td>1.11x10^{-6}</td>
<td>1.37x10^{5}</td>
<td>1.24x10^{5}</td>
</tr>
<tr>
<td>Ward</td>
<td>4.41x10^{-7}</td>
<td>2.64x10^{5}</td>
<td>3.07x10^{5}</td>
</tr>
<tr>
<td>Lung cancer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>5.56x10^{-8}</td>
<td>1.48x10^{6}</td>
<td>3.36x10^{6}</td>
</tr>
<tr>
<td>Complete</td>
<td>5.35x10^{-8}</td>
<td>1.23x10^{6}</td>
<td>1.52x10^{6}</td>
</tr>
<tr>
<td>Single</td>
<td>5.33x10^{-8}</td>
<td>6.47x10^{7}</td>
<td>5.86x10^{7}</td>
</tr>
<tr>
<td>Ward</td>
<td>3.03x10^{-8}</td>
<td>1.19x10^{6}</td>
<td>6.71x10^{6}</td>
</tr>
<tr>
<td>Ovarian</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>1.25x10^{-5}</td>
<td>1.59x10^{4}</td>
<td>2.87x10^{4}</td>
</tr>
<tr>
<td>Complete</td>
<td>1.71x10^{-5}</td>
<td>7.49x10^{5}</td>
<td>6.28x10^{4}</td>
</tr>
<tr>
<td>Single</td>
<td>2.88x10^{-6}</td>
<td>3.12x10^{4}</td>
<td>1.28x10^{4}</td>
</tr>
<tr>
<td>Ward</td>
<td>2.49x10^{-4}</td>
<td>3.44x10^{5}</td>
<td>9.31x10^{4}</td>
</tr>
<tr>
<td>Lymphoma</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>1.29x10^{-7}</td>
<td>2.81x10^{6}</td>
<td>9.66x10^{6}</td>
</tr>
<tr>
<td>Complete</td>
<td>2.21x10^{-8}</td>
<td>2.34x10^{6}</td>
<td>6.00x10^{6}</td>
</tr>
<tr>
<td>Single</td>
<td>1.01x10^{-7}</td>
<td>2.81x10^{6}</td>
<td>8.10x10^{6}</td>
</tr>
<tr>
<td>Ward</td>
<td>1.23x10^{-8}</td>
<td>6.05x10^{7}</td>
<td>2.82x10^{6}</td>
</tr>
<tr>
<td>SRBCT c</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>1.52x10^{-7}</td>
<td>6.73x10^{6}</td>
<td>4.41x10^{5}</td>
</tr>
<tr>
<td>Complete</td>
<td>1.03x10^{-7}</td>
<td>4.72x10^{6}</td>
<td>3.73x10^{5}</td>
</tr>
<tr>
<td>Single</td>
<td>8.24x10^{-8}</td>
<td>4.34x10^{6}</td>
<td>3.00x10^{5}</td>
</tr>
<tr>
<td>Ward</td>
<td>3.88x10^{-9}</td>
<td>8.55x10^{8}</td>
<td>2.67x10^{6}</td>
</tr>
</tbody>
</table>

a CNS: Central Nervous System.
b ALL-AML: acute lymphoblastic leukemia-acute myeloid leukemia.
c SRBCT: small round blue cell tumor.

**Ensemble Result**

We chose the data set (ALL-AML) for testing and ran these 4 ensemble clustering techniques. For this data set, the maximum-average combination produced the best result, with a cluster number of 135. Table 4 displays the fitness values. We discovered that no ensemble clustering approach improves fitness value in any way.
Table 4. Fitness value for different ensemble techniques.

<table>
<thead>
<tr>
<th>Ensemble techniques</th>
<th>Fitness value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSPA(^a)</td>
<td>4.32×10(^{-6})</td>
</tr>
<tr>
<td>HGPA(^b)</td>
<td>3.29×10(^{-6})</td>
</tr>
<tr>
<td>MCLA(^c)</td>
<td>1.53×10(^{-5})</td>
</tr>
<tr>
<td>Maximum-average</td>
<td>3.39×10(^{-5})</td>
</tr>
</tbody>
</table>

\(^a\)CSPA: cluster-based similarity partitioning.  
\(^b\)HGPA: hyper graph partitioning algorithm.  
\(^c\)MCLA: metaclustering algorithm.

Result Analysis for Common Genes

Multiple tumors can be caused by a small number of genes. We discovered 9 genes linked to the following 3 types of cancer: central nervous system, lymphoma, and lung cancer: AFFX-TrpnX-5 at, AFFX-ThrX-5 at, AFFX-ThrX-3 at, AFFX-PheX-M at, AFFX-PheX-5 at, AFFX-PheX-3 at, AFFX-LysX-M at, AFFX-LysX-3 at, and AFFX-LysX-5 at were discovered to be common genes. We found the gene enrichment score publicly available at [32] to confirm our findings. Gene enrichment scores in various malignancies are given in Figure 3 for the discovered common genes.

Figure 3. Gene enrichment score vs cancer type.

Discussion

Principal Findings

The maximum distance method combined with the average linkage method produces better hierarchical trees in 4 data sets (central nervous system, leukemia, lymphoma, and SRBCT), according to the fitness values provided in Table 3. These data sets are medium in size, with 60-80 rows and 2000-7000 columns, as shown in Table 2. In the Spellmen data set, however, the maximum-average combination also excels. The other 4 data sets reflect human genes that are responsible for specific tumors, whereas Spellmen is a microarray data set of bacteria. However, the maximum distance approach with ward linkage method constructs a superior hierarchical tree compared with the other methods in 2 of the largest data sets, lung and ovarian. These 2 data sets are larger than the others, and they share no genes with the others. The maximum distance metric outperforms the other 2 distance methods among the 3 most commonly used distance metrics. Maximum distance considers only 1 column where those 2 genes have the most variance when calculating distance between them. The Euclidean and Manhattan distance methods, on the other hand, would have taken distances across all columns. As a result, the dissimilarity values for the Euclidean and Manhattan distances are approaching the maximum distance. As a result, in clustering, the Euclidean and Manhattan distances place
points slightly farther apart than the Maximum distance. Furthermore, because all the columns indicate the same features of a gene evaluated at different time stamps, we can analyze the worst scenario (ie, the greatest differential in the expression of 2 genes at a certain moment). This is the most significant difference between these 2 genes. To put it another way, maximum distance calculates only the difference that matters. The Euclidean and Manhattan distances, on the other hand, are becoming buried in the massive amount of data. The maximum distance, on the other hand, may create undesirable clusters in a different data set with uniform variation across all columns.

When the data set is small, the average linkage approach performs well, and when the data set is huge, the ward method performs well. The single linkage approach may be faster than the average method for joining clusters, but it is not necessarily better. When determining the proximity of 2 clusters, it always considers only 2 points and ignores all others. The average linkage approach, on the other hand, considers all the points in the cluster when determining relatedness. When using the ward technique, the sum square error is used to determine similarity. When working with small or medium-sized data sets, the average linkage approach outperforms the ward linkage method, but as the data sets grow larger, the sum square error values take over and produce superior results compared with the average linkage method.

We tried to identify the optimal combination in our research and found that the maximum distance method performs better on hierarchical clustering when column variance is not uniform across the data set. However, if the data set is medium in size, with around 2000-7000 rows and 60-80 columns, the average linkage technique will outperform other linkage methods, and if the data set is very large, with 12,000-15,000 rows and 100-200 columns, the ward linkage approach will outperform other linkage methods. Furthermore, it has been discovered that ensemble clustering can improve performance by a very little amount at the cost of extra work.

We discovered 9 common genes that cause the following 3 diseases: lymphoma, central nervous system cancer, and lung cancer. We tried to figure out how these genes play a role in these 3 diseases using the data provided in the data sets. The maximum-average hierarchical clustering technique was chosen since it performed the best in the first experiment. We used gene enrichment score to confirm our findings on whether the 9 genes discovered have an impact on these 3 conditions. Figure 3 shows the gene enrichment scores for these genes. We can see that 8 of the 9 genes are important for all 3 cancers. Only 1 gene (AFFX-PheX-3 at) is more important than the other 2 in lung cancer. However, it is clear that our discovered genes have a significant impact on these 3 cancer forms.

Bioinformatics is becoming more and more involved in health sectors, such as disease detection and individualized medicine recommendation, as computational technology advances. Clustering techniques are becoming increasingly important in these industries. We investigated several distance-linkage combinations and attempted to find a solution. We hope that other researchers who use hierarchical clustering will profit from our findings and apply what they have learned to their own study. We also discovered common genes with multiple symptoms, which we confirmed using gene enrichment profiling. Knowing the pleiotropic nature of these genes will help scientists work on them to combat cancer.

Conclusion
In this study, we discovered a set of measures that will yield higher-quality clusters for gene expression data. Pleiotropic behavior of common genes for many disorders was also discovered. To validate our findings, we used a variety of data sets that varied in size and richness. We used a fitness function to compare cluster quality between sets of clusters while assessing cluster quality. For medium-sized data sets, we discovered that the maximum distance metric combined with average linkage works best. Ward linkage also works better with huge data sets. Furthermore, due to data dimension differences, we had to preprocess data while identifying common genes for various disorders. It is critical to identify genes with similar symptoms more precisely and to separate those genes more effectively. Furthermore, detecting a gene by applying the clustering technique to find comparable genes is a critical work for researchers, and if done correctly, might save countless lives. For all these reasons, correct clustering is becoming increasingly important in bioinformatics. Therefore, if their data set resembles our microarray data, researchers from other fields can employ this technology.
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Abstract

Background: Long noncoding RNAs (lncRNAs) are noncoding RNA transcripts greater than 200 nucleotides in length and are known to play a role in regulating the transcription of genes involved in vital cellular functions. We hypothesized the disease process in dysferlinopathy is linked to an aberrant expression of lncRNAs and messenger RNAs (mRNAs).

Objective: In this study, we compared the lncRNA and mRNA expression profiles between wild-type and dysferlin-deficient murine myoblasts (C2C12 cells).

Methods: LncRNA and mRNA expression profiling were performed using a microarray. Several lncRNAs with differential expression were validated using quantitative real-time polymerase chain reaction. Gene Ontology (GO) analysis was performed to understand the functional role of the differentially expressed mRNAs. Further bioinformatics analysis was used to explore the potential function, lncRNA-mRNA correlation, and potential targets of the differentially expressed lncRNAs.

Results: We found 3195 lncRNAs and 1966 mRNAs that were differentially expressed. The chromosomal distribution of the differentially expressed lncRNAs and mRNAs was unequal, with chromosome 2 having the highest number of lncRNAs and chromosome 7 having the highest number of mRNAs that were differentially expressed. Pathway analysis of the differentially expressed genes indicated the involvement of several signaling pathways including PI3K-Akt, Hippo, and pathways regulating the pluripotency of stem cells. The differentially expressed genes were also enriched for the GO terms, developmental process and muscle system process. Network analysis identified 8 statistically significant (P<.05) network objects from the upregulated lncRNAs and 3 statistically significant network objects from the downregulated lncRNAs.

Conclusions: Our results thus far imply that dysferlinopathy is associated with an aberrant expression of multiple lncRNAs, many of which may have a specific function in the disease process. GO terms and network analysis suggest a muscle-specific role for these lncRNAs. To elucidate the specific roles of these abnormally expressed noncoding RNAs, further studies engineering their expression are required.
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Introduction

Dysferlinopathy is a type of muscular dystrophy, which is a group of inherited muscle degenerative disorders characterized by progressive muscle weakness. It is caused by the deficiency of dysferlin, a type II transmembrane protein that is highly expressed in skeletal muscle and the heart. Dysferlin interacts with several proteins by acting as a scaffold and plays a crucial role in calcium-dependent membrane repair in skeletal muscles [1]. Dysferlin deficiency in the muscles is characterized by vesicular accumulations, sarcolemmal disruptions, defective myogenic differentiation, and increased inflammation [2], both in mouse models and in humans [3]. Dysferlinopathy has 2 subtypes—limb-girdle muscular dystrophy (LGMD) 2B and Miyoshi myopathy. LGMD-2B involves the proximal muscles of the limb and trunk, whereas Miyoshi myopathy involves the posterior compartment muscles of the lower limb [4,5]. The progressive muscle degeneration caused by this disease results in mobility impairment and disability that increases in severity during advanced stages. However, most have an approximately normal life span. The age of onset, rate of progression, and severity of this disease are highly variable and unpredictable in patients with dysferlinopathy, indicating a role for environmental and epigenetic factors. Although the exact prevalence of dysferlinopathy is not known, most LGMDs are rare with an estimated prevalence ranging from 0.07-0.43 per 100,000 people [6]. Currently, there is no cure for this disease, and existing treatment strategies are aimed at managing complications and prolonging life span.

In recent years, scientists have discovered a group of heterogeneous RNA molecules called noncoding RNAs (ncRNAs) that participate in many physiological functions and disease processes. Interestingly, only 2% of the eukaryotic genome is transcribed to functional protein and the remaining 98% is considered as nonprotein coding RNAs or ncRNAs [7]. NcRNAs are broadly classified into (1) structural ncRNAs that include ribosomal RNAs, transfer RNAs, small nuclear RNAs, and small nucleolar RNAs and (2) regulatory ncRNAs that include small ncRNAs (shorter than 200 nucleotides) and long noncoding RNAs (lncRNAs). LncRNAs are transcripts longer than 200 nucleotides and participate in regulating gene expression through different mechanisms depending on their subcellular localization, interacting partners, and local environments in the cells [14]. Some recent studies have described the function and mechanism of selected lncRNAs in the pathogenesis of specific diseases, including cardiac hypertrophy [15], osteoarthritis [16], and fascioscapulohumeral muscular dystrophy [17]. Further, some studies have revealed a few muscle-specific lncRNAs that are involved in regulating muscle cell growth and differentiation [13,18]. Nevertheless, their expression signature, function, and contribution to the disease process of dysferlinopathy are not well studied.

This paper presents the results of the analysis on the lncRNAs expression profile between wild-type and dysferlin-deficient murine myoblasts using a microarray. To confirm our microarray results, we validated some of the lncRNAs that were differentially expressed with the help of quantitative real-time polymerase chain reaction (qRT-PCR). Additionally, using bioinformatics, this paper also annotates the possible cellular function and interactions for these lncRNAs.

Methods

Cell Culture

The C2C12 cell line was a generous gift from Dr Robert H. Brown, Department of Neurology, University of Massachusetts [19]. A fixed density of wild-type and dysferlin-deficient C2C12 cells were cultured in T75 flasks in growth media containing DMEM supplemented with 20% bovine growth serum (HyClone) and 1% penicillin-streptomycin. For the dysferlin-deficient cells, 1.5 μg/mL puromycin was added to the growth media. Media were changed every 2 days and cells were split before they reach confluence in order to avoid differentiation and cell death.

RNA Extraction

Total RNA from the wild-type and dysferlin-deficient C2C12 cells was extracted using the RNeasy plus kit (Qiagen) following the manufacturer’s instructions. A NanoDrop ND-1000 spectrophotometer was used to measure the quality and quantify the RNA samples. The integrity of the RNA samples was assessed by agarose gel electrophoresis.

Microarray

LncRNA and mRNA expression profiling were performed using Arraystar Mouse LncRNA Microarray V3.0 containing 21,486 IncRNA and 18,921 mRNA probes. The IncRNA probes were created based on the information derived from reputable transcriptome public databases, such as Refseq, UCSC known genes, and Ensembl and landmark publications. The percentage of probes made for each category of IncRNAs is given in Table 1. For accurate identification of individual transcripts, probes that will bind to specific exons or splice junctions were designed. For the purpose of hybridization quality control, the array also contained positive probes (for housekeeping genes) and negative probes.
Table 1. Percentage of IncRNA probes designed for each category.

<table>
<thead>
<tr>
<th>IncRNA category</th>
<th>Probes designed, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bidirectional</td>
<td>993 (4.6)</td>
</tr>
<tr>
<td>Exon sense-overlapping</td>
<td>7451 (34.7)</td>
</tr>
<tr>
<td>Intergenic</td>
<td>9183 (42.7)</td>
</tr>
<tr>
<td>Intron sense-overlapping</td>
<td>497 (2.3)</td>
</tr>
<tr>
<td>Intronic antisense</td>
<td>1425 (6.6)</td>
</tr>
<tr>
<td>Natural antisense</td>
<td>1937 (9)</td>
</tr>
<tr>
<td>Total</td>
<td>21,486 (100)</td>
</tr>
</tbody>
</table>

RNA Labeling and Array Hybridization

Sample labeling and array hybridization were performed according to the Agilent One-Color Microarray-Based Gene Expression Analysis protocol (Agilent Technology) with minor modifications. Briefly, ribosomal RNA was first removed from the total RNA sample, and then mRNA was purified using the mRNA-ONLY Eukaryotic mRNA Isolation Kit (Epicentre Biotechnologies). The purified samples were then amplified and transcribed into fluorescent complementary RNA (cRNA) along the entire length of the transcripts without 3’ bias using a mixture of oligo(dT) and random priming method (Arraystar Flash RNA Labeling Kit). This was followed by cRNA purification using the RNeasy Mini Kit (Qiagen) following the manufacturer’s instructions. A NanoDrop ND-1000 spectrophotometer was used to measure the concentration and specific activity of the labeled cRNAs (pmol Cy3/μg cRNA). 5 μL of 10× Blocking Agent and 1 μL of 25× Fragmentation Buffer were added to 1 μg of the labeled cRNA to fragment, and then the mixture was heated at 60 ºC for 30 minutes. To achieve the desired dilution, 25 μL of 2× GE Hybridization buffer was added. 50 μL of hybridization solution was used to assemble the probes on the microarray slides. The slides were incubated for 17 hours at 65 ºC in an Agilent Hybridization Oven. The hybridized arrays were washed, fixed, and scanned using the Agilent DNA Microarray Scanner (part number G2505C).

Data Analysis

The array images were acquired and analyzed using the Agilent Feature Extraction software (version 11.0.1.1). GeneSpring GX software package (version 12.1; Agilent Technologies) was used for further data processing and quantile normalization. Further analysis was done on samples that had flags in Present or Marginal (“All Targets Value”) values. Differentially expressed IncRNAs and mRNAs were identified through fold change (FC) filtering between the samples. The cutoff values were FC≥2, where FC values in linear scale (not in log2 scale) were calculated based on the normalized intensities.

GO Analysis and Pathway Analysis

GO analysis was derived from Gene Ontology [20], which has 3 structured networks of defined terms describing gene product attributes. The P value denotes the significance of GO term enrichment in the differentially expressed mRNA list. Pathway analysis for differentially expressed mRNAs was based on the latest KEGG (Kyoto Encyclopedia of Genes and Genomes) [21] database. For both the GO and pathway analysis, a P value of <.05 was considered to be statistically significant.

qRT-PCR Analyses

Total RNA was extracted from the wild-type and dysferlin-deficient myoblast cells using RNeasy Mini Kit (Qiagen) following the manufacturer’s instructions. They were then reverse transcribed using a reverse transcription kit (QuantaBio), and qRT-PCR analyses was completed using SYBR Green FastMix (QuantaBio) and StepOnePlus RT-PCR instrument. The sequences of the primers used in this study are given in Table 2. GAPDH was used for normalization, and the FC was calculated using the 2−ΔΔCt method. The results presented are an average from 3 biological replicates.
Table 2. List of primers used for quantitative real-time polymerase chain reaction.

<table>
<thead>
<tr>
<th>Long noncoding RNA</th>
<th>Primer sequence (5’ to 3’)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TnsT3</td>
<td>Fwd - AGCTCCAAGCCCTCATTGAC</td>
</tr>
<tr>
<td></td>
<td>Rev - CTCCCTCTCCTTCTTGGCCT</td>
</tr>
<tr>
<td>H19</td>
<td>Fwd - ATCCCTGGAGCCAAGCCTCTA</td>
</tr>
<tr>
<td></td>
<td>Rev - TCAGGTTGCTTTGAGTCTTC</td>
</tr>
<tr>
<td>XLOC_011052</td>
<td>Fwd - CCAGGAAGTTGAAGCAGGAG</td>
</tr>
<tr>
<td></td>
<td>Rev - CGGAGAAACATGTTGGTA</td>
</tr>
<tr>
<td>XLOC_008220</td>
<td>Fwd - TTTCACCTTGCGCTTTTGA</td>
</tr>
<tr>
<td></td>
<td>Rev - ACTCCCAGGCCAGTTTGTC</td>
</tr>
<tr>
<td>AK085239</td>
<td>Fwd - CCATCCCCTACACTGACGAA</td>
</tr>
<tr>
<td></td>
<td>Rev - GTTGGAAGCATGGCTGTG</td>
</tr>
<tr>
<td>AK032137</td>
<td>Fwd - CTTTGGAGTGAAGTTGGCCAT</td>
</tr>
<tr>
<td></td>
<td>Rev - CTCTCTCCTCCCTTGCTCT</td>
</tr>
<tr>
<td>Trak2</td>
<td>Fwd - CCTAGCTCCGTTTCCCATC</td>
</tr>
<tr>
<td></td>
<td>Rev - CGTGTGTGATGGAATGCGCC</td>
</tr>
</tbody>
</table>

Network Analysis

MetaCore software (2021 version; GeneGo Inc) was used for network analysis. Based on the FCs between the knockout (KO) versus wild-type lncRNAs, the top 25 upregulated and top 25 downregulated lncRNAs were selected from the data set (Multimedia Appendix 1 shows the gene symbols [lncRNA identifiers] and FCs). The selected data were uploaded to the software’s build network tab under the selection Build Network for Single Gene/Protein/Compound or a List. Biological networks were built using the Analyze Network Algorithm with default MetaCore settings. The key parameters used for generating the output are the relative enrichment obtained from the uploaded data and the relative saturation of the networks with canonical pathways.

Results

Differentially Expressed lncRNAs

The microarray revealed that of the 19,744 lncRNAs tested, 3195 were differentially expressed in the dysferlin-deficient cells compared to the wild-type cells. Among these lncRNAs, 1035 were upregulated and 2160 were downregulated (Figure 1). Interestingly, 59 lncRNAs were found to have an FC of greater than 10. The most upregulated lncRNA was humanlincRNA0955 (FC=3077.01), and the most downregulated was AK085239 (FC=110.64). Analyzing the chromosomal distribution of the differentially expressed lncRNAs revealed that they are mostly unequally distributed (Figure 2). There were 2 lncRNAs assigned to the mitochondrial genome. Chromosome 2 contained the largest number of dysregulated lncRNAs (295/3195, 9.2%) and included 80 upregulated and 215 downregulated lncRNAs in the dysferlin-deficient cells compared to wild-type cells.
Figure 1. Differentially expressed lncRNAs based on microarray data. Scatter plot of differentially expressed lncRNAs in dysferlin-deficient murine myoblasts compared to normal controls. Red points represent upregulated lncRNAs and green points represent downregulated lncRNAs in dysferlin-deficiency myoblasts with a fold change greater than 2.0. KO: knockout; LncRNA: long noncoding RNA; WT: wild type.

Figure 2. Chromosomal distribution of differentially expressed lncRNAs in dysferlin-deficient myoblasts, showing upregulated (blue) and downregulated (orange) lncRNAs in each chromosome. LncRNA: long noncoding RNA.

LncRNA Classification
LncRNAs are classified based on their relative position to the nearby protein-coding genes. In this study, we identified differentially expressed lncRNAs that were distributed among 4 different categories: sense, intergenic, antisense, and bidirectional. The sense and antisense lncRNAs are transcribed from the sense and antisense strands of the DNA, respectively. Intergenic lncRNAs are derived from DNA sequences between genes, and bidirectional lncRNAs use the same promoter as the protein-coding genes but are transcribed in the opposite direction [22]. The majority of the differentially expressed lncRNAs were sense (total: 1385/3195, 43.3%; upregulated: 272/1035; downregulated: 1113/2160) and intergenic (total: 1224/3195, 38.3%; upregulated: 513/1035; and downregulated: 711/2160) lncRNAs.

Differentially Expressed mRNAs
Of the 15,633 mRNAs screened by the microarray, 1966 were differentially expressed in the dysferlin-deficient cells compared to the wild-type cells. Among the 1966 mRNAs, 1233 were upregulated and 733 were downregulated (Figure 3). A total of 126 mRNAs had an FC greater than 10. The most upregulated mRNA was Gm11565 (FC=422.77), and the most downregulated mRNA was Lce1h (FC=33.92). Around 9.2% (181/1966; 119 upregulated and 62 downregulated) of the probed mRNAs were found on chromosome 7, followed by 8.7% (171/1966) on chromosome 2 (Figure 4).
Figure 3. Differentially expressed mRNAs based on microarray data. Scatter plot of differentially expressed mRNAs in dysferlin-deficient murine myoblasts compared to normal controls. Red points represent upregulated mRNAs and green points represent downregulated lncRNAs in dysferlin-deficiency myoblasts with a fold change greater than 2.0. KO: knockout; mRNA: messenger RNA; WT: wild type.

Figure 4. Chromosomal distribution of differentially expressed mRNAs in dysferlin-deficient myoblasts, showing upregulated (blue) and downregulated (orange) mRNAs in each chromosome. mRNA: messenger RNA.

qRT-PCR Validation of Microarray Results
To confirm the reliability of the microarray results, we randomly selected 6 differentially expressed lncRNAs—3 upregulated (TnnT3, H19, and XLOC_011052) and 4 downregulated (XLOC_008220, AK085239, AK032137, and Trak2)—from the microarray results. The analyses’ results were consistent with the direction of change of the microarray results (Figure 5).
Figure 5. Quantitative real-time polymerase chain reaction (qRT-PCR) validation of microarray results. The bar graphs show the fold changes in the knockout samples compared to the wild type. Error bars represent SD (N=3). KO: knockout; WT: wild type.

GO and KEGG Pathway Analysis of the Differentially Expressed mRNAs

GO analysis was performed to understand the functional role of the differentially expressed mRNAs (Figures 6-7). The analysis covered 3 domains: biological process, cellular component, and molecular function. The most significantly enriched terms in this study were protein binding and binding. Additionally, proteinaceous extracellular matrix, extracellular region, and cell part were enriched at the cellular component level, and single-multicellular organism process, muscle system process, and developmental process were significantly enriched at the biological process level. We used enrichment scores to rank the pathways involved in dysferlin deficiency. The top 10 enriched pathways associated with the upregulated and downregulated genes are shown in Figures 6 and 7, respectively.
Figure 6. Gene Ontology (GO) analysis and Kyoto Encyclopedia of Genes and Genomes (KEGG) analysis of upregulated genes. mRNA: messenger RNA.

Figure 7. Gene Ontology (GO) analysis and Kyoto Encyclopedia of Genes and Genomes (KEGG) analysis of downregulated genes. mRNA: messenger RNA.
Network Analysis

Network analysis on lncRNAs was performed to evaluate their associations with transcription factors, receptors, protein complex, small molecules, and biochemical pathways. The top 25 upregulated lncRNAs (humanlincRNA0955, Trak2, 4930480G23Rik, AK078726, AK037210, AK085419, mouselincRNA0086, Tnnt3, AK038305, Filip1, Gm20485, Fam189a1, AK135257, Myh6, Coro2b, H19, AK045129, Enpep, AK144424, AK143389, Gm5401, AK035065, AK009210, humanlincRNA1720, and AK034241) were selected for network analysis. Of these 25 lncRNAs, 13 lncRNAs (Trak2, 4930480G23Rik, AK085419, Tnnt3, Filip1, Fam189a1, AK135257, Myh6, Coro2b, H19, Enpep, AK009210, and AK034241) were recognized by MetaCore, and these specific lncRNAs were used for network analysis. A total of 8 statistically significant network objects were identified from upregulated lncRNAs (Table 3). The top scored network consisted of input lncRNAs Tnnt3, listed as Beta TnTF (Tnnt3), and MyH6, listed as alpha MHC. The top network also included Troponin cardiac (Tnnt2), Troponin T (Tnnt2), and p300 (Table 3 and Figure 8). Interestingly, the top upregulated network was associated 56.2% with muscle system process and 50% with muscle contraction functions. The top 25 downregulated lncRNAs (AK085239, AK135501, AK032137, mouselincRNA1640, AK005833, XLOC_011793, 5830416P10Rik, Gm15389, AK078320, AK017917, Prl2c5, AK144783, AK155441, AK076675, Vmn2r-ps67, Dnajc2, Atrn, Vwc2l, AK032666, DQ687127, humanlincRNA2050, Gm14879, AK019774, Reps2, and AK041109) were selected for network analysis. Of these 25 lncRNAs, 16 lncRNAs (AK085239, AK135501, AK032137, AK005833, AK078320, AK017917, Prl2c5, AK076675, Vmn2r-ps67, Dnajc2, Atrn, Vwc2l, AK032666, AK019774, Reps2, and AK041109) were recognized by MetaCore, and these specific lncRNAs were used for network analysis. A total of 3 statistically significant network objects were identified from downregulated lncRNAs (Table 4 and Figure 9). The top scored network consisted of input lncRNA Dnajc2, listed as Dnajc25. The top network also included LGR6, HNF4-alpha, MRPL43, and Emi2.
Table 3. Statistically significant networks obtained from 13 upregulated long noncoding RNAs. The sequence of network objects is prioritized based on the number of fragments of canonical pathways on the network.

<table>
<thead>
<tr>
<th>No., name, Gene Ontology processes (%; P value)</th>
<th>Total nodes</th>
<th>Seed nodes</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Troponin T, cardiac, Beta TnT, Troponin cardiac, alpha-MHC, p300</td>
<td>50</td>
<td>8</td>
<td>7.97 × 10^{-26}</td>
</tr>
<tr>
<td>muscle filament sliding (35.4; 9.832 × 10^{-35})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>actin-myosin filament sliding (35.4; 1.459 × 10^{-34})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>muscle system process (56.2; 1.447 × 10^{-33})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>muscle contraction (50; 6.408 × 10^{-31})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>actin-mediated cell contraction (35.4; 9.680 × 10^{-27})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. H19, FILIP, AKT1, Tip60, miR-29a-3p</td>
<td>50</td>
<td>2</td>
<td>4.52 × 10^{-06}</td>
</tr>
<tr>
<td>histone H4 acetylation (25; 1.131 × 10^{-16})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>peptidyl–amino acid modification (50; 1.613 × 10^{-16})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>histone acetylation (25; 1.170 × 10^{-13})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>internal peptidyl-lysine acetylation (25; 2.149 × 10^{-13})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>peptidyl-lysine acetylation (25; 2.712 × 10^{-13})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. NckAP1, c-Myc, PCNT1, CD133, SHB</td>
<td>50</td>
<td>2</td>
<td>5.62 × 10^{-06}</td>
</tr>
<tr>
<td>viral transcription (34; 5.579 × 10^{-27})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>viral gene expression (34; 7.051 × 10^{-26})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>peptidyl-lysine modification (34; 2.567 × 10^{-18})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>viral process (46; 1.024 × 10^{-17})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>biological process involved in symbiotic interaction (46; 1.493 × 10^{-16})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. c-Myc, POM121, NUP54, FZD9, NUP37</td>
<td>50</td>
<td>1</td>
<td>3.32 × 10^{-03}</td>
</tr>
<tr>
<td>viral transcription (40.4; 8.401 × 10^{-32})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>viral gene expression (40.4; 1.476 × 10^{-30})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>intracellular transport of virus (31.9; 1.691 × 10^{-27})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>transport of virus (31.9; 1.250 × 10^{-26})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>multiorganism localization (31.9; 2.301 × 10^{-26})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. H19, Cyclin D1, ITGB4, LKB1, GLUT4</td>
<td>50</td>
<td>1</td>
<td>3.39 × 10^{-03}</td>
</tr>
<tr>
<td>response to organic cyclic compound (61.4; 6.074 × 10^{-19})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tissue development (68.2; 1.553 × 10^{-18})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>response to abiotic stimulus (61.4; 3.091 × 10^{-18})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>gland development (45.5; 6.551 × 10^{-18})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>positive regulation of cellular metabolic process (79.5; 1.774 × 10^{-17})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. WRC, c-Myc, OTX2, APEX, Folliculin</td>
<td>50</td>
<td>1</td>
<td>3.46 × 10^{-03}</td>
</tr>
<tr>
<td>positive regulation of nitrogen compound metabolic process (77.1; 1.738 × 10^{-18})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>positive regulation of macromolecule metabolic process (79.2; 5.340 × 10^{-18})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>positive regulation of cellular process (91.7; 1.152 × 10^{-17})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>positive regulation of biological process (93.8; 2.262 × 10^{-17})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No., name, Gene Ontology processes (%; $P$ value)</td>
<td>Total nodes</td>
<td>Seed nodes</td>
<td>$P$ value</td>
</tr>
<tr>
<td>-------------------------------------------------</td>
<td>-------------</td>
<td>------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Positive regulation of protein metabolic process (60.4; $2.337 \times 10^{-17}$)</td>
<td>50</td>
<td>1</td>
<td>$3.54 \times 10^{-3}$</td>
</tr>
<tr>
<td>Positive regulation of macromolecule metabolic process (87; $7.785 \times 10^{-22}$)</td>
<td>50</td>
<td>1</td>
<td>$3.54 \times 10^{-3}$</td>
</tr>
<tr>
<td>Positive regulation of DNA-templated transcription (67.4; $1.717 \times 10^{-21}$)</td>
<td>50</td>
<td>1</td>
<td>$3.54 \times 10^{-3}$</td>
</tr>
<tr>
<td>Positive regulation of nucleic acid–templated transcription (67.4; $4.954 \times 10^{-21}$)</td>
<td>50</td>
<td>1</td>
<td>$3.54 \times 10^{-3}$</td>
</tr>
<tr>
<td>Positive regulation of RNA biosynthetic process (67.4; $5.018 \times 10^{-21}$)</td>
<td>50</td>
<td>1</td>
<td>$3.54 \times 10^{-3}$</td>
</tr>
<tr>
<td>Negative regulation of nitrogen compound metabolic process (76.1; $6.518 \times 10^{-21}$)</td>
<td>50</td>
<td>1</td>
<td>$3.54 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

**7. Y549 (GRIF1), PPARC1 (PGC1-alpha), OGT (GlcNAc transferase), MMP-9, mTOR**

<table>
<thead>
<tr>
<th>No., name, Gene Ontology processes (%; $P$ value)</th>
<th>Total nodes</th>
<th>Seed nodes</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viral transcription (44.9; $5.321 \times 10^{-38}$)</td>
<td>50</td>
<td>1</td>
<td>$3.54 \times 10^{-3}$</td>
</tr>
<tr>
<td>Viral gene expression (44.9; $1.541 \times 10^{-36}$)</td>
<td>50</td>
<td>1</td>
<td>$3.54 \times 10^{-3}$</td>
</tr>
<tr>
<td>Signal Recognition Protein (SRP)–dependent cotranslational protein targeting to membrane (28.6; $2.873 \times 10^{-22}$)</td>
<td>50</td>
<td>1</td>
<td>$3.54 \times 10^{-3}$</td>
</tr>
<tr>
<td>Cotranslational protein targeting to membrane (28.6; $4.992 \times 10^{-22}$)</td>
<td>50</td>
<td>1</td>
<td>$3.54 \times 10^{-3}$</td>
</tr>
<tr>
<td>Viral process (53.1; $6.767 \times 10^{-22}$)</td>
<td>50</td>
<td>1</td>
<td>$3.54 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

**8. Y549 (GRIF1), c-Myc, mRNA intracellular, NUP35, RAE1**

**Figure 8.** The top scored (by the number of pathways) network obtained from the top 13 upregulated long noncoding RNAs (lncRNAs). Green arrows indicate activation effect, red arrows indicate inhibition effect, and gray arrows indicate unspecified effects. The lncRNAs beta TnTF (Tnnt3) and alpha-MHC (MyH6) are circled in black.
Table 4. Statistically significant networks obtained from 16 downregulated long noncoding RNAs. The sequence of network objects is prioritized based on the number of fragments of canonical pathways on the network.

<table>
<thead>
<tr>
<th>No., name, Gene Ontology processes (%)</th>
<th>Total nodes</th>
<th>Seed nodes</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. DNAJC25, LGR6, HNF4-alpha, MRPL43, Emi2</td>
<td>50</td>
<td>2</td>
<td>1.98 × 10^{-6}</td>
</tr>
<tr>
<td>negative regulation of activation of Janus kinase activity (4.7; 9.716 × 10^{-06})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>retrograde axonal transport of mitochondrion (4.7; 1.941 × 10^{-05})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>negative regulation of interleukin-1 alpha production (4.7; 3.231 × 10^{-05})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>purine deoxyribonucleotide catabolic process (4.7; 4.841 × 10^{-05})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>negative regulation of interleukin-1-mediated signaling pathway (4.7; 6.770 × 10^{-05})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. DNAJC27, GATA-4, ERK1/2, Decanoyl-CoA + Acetyl-CoA = 3-Oxo-dodecanoyl-CoA + CoA, BAF250A</td>
<td>50</td>
<td>1</td>
<td>1.84 × 10^{-03}</td>
</tr>
<tr>
<td>cellular response to organic cyclic compound (50; 4.858 × 10^{-18})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cellular response to lipid (47.6; 7.417 × 10^{-17})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>response to lipid (57.1; 8.792 × 10^{-17})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cardiocyte differentiation (31; 1.765 × 10^{-16})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>response to organic cyclic compound (57.1; 5.534 × 10^{-16})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. MPP11, NANOG, HOXB1, PECAM1, VISA</td>
<td>50</td>
<td>1</td>
<td>2.09 × 10^{-03}</td>
</tr>
<tr>
<td>muscle system process (34; 6.752 × 10^{-17})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>platelet aggregation (18; 1.312 × 10^{-13})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>homotypic cell-cell adhesion (18; 1.131 × 10^{-12})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>regulation of muscle system process (26; 2.361 × 10^{-12})</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>muscle hypertrophy (16; 4.725 × 10^{-12})</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 9. The top scored (by the number of pathways) network from the top 16 downregulated long noncoding RNAs (lncRNAs). Gray arrows indicate unspecified effects. The lncRNA DNAJC25 is circled in black.
Discussion

Abnormal expression of specific lncRNAs have been described in various diseases including certain types of muscular dystrophies, such as Duchenne, myotonic, and facioscapulohumeral muscular dystrophies [17,23,24]. However, to date, there is no information on the lncRNAs associated with dysferlinopathy or any type of LGMD. This study is the first to screen and report the difference in the expression patterns of lncRNAs and mRNAs in wild-type and dysferlin-deficient myoblasts. Thereafter, we analyzed the microarray results and performed bioinformatics analysis to understand their possible interactions and functions.

Our results show that there were a high number of lncRNAs and mRNAs that were differentially expressed due to dysferlin deficiency. There were more downregulated than upregulated lncRNAs, but more upregulated than downregulated mRNAs. We validated the microarray results by testing the expression of several lncRNAs, which were consistent for the direction of change, although there were small inconsistencies in the magnitude of FCs. This is expected due to the differences between the 2 methods, the different normalization strategies used, and their inherent pitfalls.

The chromosomal distribution of the differentially expressed lncRNAs and mRNAs were not equal. Chromosomes 2 and 11 had a greater percentage of lncRNAs, whereas chromosomes 2 and 7 had a greater percentage of mRNAs that were differentially expressed. It is interesting to note that the dysferlin gene is located in chromosome 2 in humans and in chromosome 6 in mice. It is tempting to posit that at least some of the differentially expressed lncRNAs and mRNA gene products may directly regulate the expression or function of the dysferlin protein.

According to their position and directionality of transcription in relation to other genes, lncRNAs can be classified into multiple subgroups such as sense lncRNAs, antisense lncRNAs, bidirectional lncRNAs, and long-intergenic noncoding RNAs (lincRNAs). Interestingly, a majority of the differentially expressed lncRNAs identified in this study are sense lncRNAs (43.3%) or intergenic lncRNAs (38.3%). Together, they contribute to more than three-quarters of the total lncRNAs that were differentially expressed. LincRNAs are ncRNAs that are transcribed from regions nearby the protein-coding genes without overlapping them. They are known to be highly tissue-specific and can regulate the nearby protein-coding genes and genes far away from them [25]. Sense lncRNAs are those that are transcribed from the sense strand of DNA, and they may overlap or contain an entire protein-coding gene sequence within them. The differential expression of these 2 types of lncRNAs suggests that these lncRNAs may be involved in regulating the protein-coding genes that are involved in the progression of dysferlinopathy. Since the lincRNAs are more tissue-specific, future studies may focus on evaluating any correlation between their expression and tissue involvement or disease severity in dysferlinopathy.

As lncRNAs are regulatory molecules, the differentially expressed lincRNAs and sense lncRNAs could possibly control the expression of the nearby or overlapping genes through multiple mechanisms. Hence, it is tempting to predict that the function of many of the novel lncRNAs identified in this study could be related to the function of the associated genes. From our GO and pathway analysis, some of the differentially expressed mRNAs were functionally related to skeletal muscle contraction (16 genes), skeletal muscle relaxation (12 genes), regulation of muscle contraction (5 genes), and actin-myosin filament sliding (5 genes). The related signaling pathways included the PI3K-Akt signaling pathway (41 genes), Hippo signaling pathway (14 genes), and pathways that control the pluripotency of stem cells (15 genes).

This study has several limitations. The dysferlin-deficient murine myoblasts used in this study had dysferlin silenced using a short hairpin RNA (shRNA). Hence, these cells could have low-level dysferlin expression that may have influenced the differential expression. Since there is very minimal prior research in this area, the significance and interactions of the differentially expressed lncRNAs are only predicted and not confirmed. Additionally, the microarray was performed using pooled RNA from 3 biological replicates, and therefore, the statistical significance for the FCs could not be calculated. To note, puromycin is known to cause changes in gene expression [26,27] and cellular stress [28,29] in mammalian cell lines. Hence, its addition to the KO cells may have contributed to the differential lncRNA and mRNA expression in the myoblasts tested. Although the shRNA construct that was used to establish the KO cell line carried the puromycin acetyltransferase (pac) gene and is expected to confer resistance to puromycin, the efficiency can vary depending on the cell lines [30]. Finally, since the study has been conducted using murine myoblasts, the differentially expressed lncRNA signature may differ in human-derived, dysferlin-deficient myoblasts.

In conclusion, this is the first report illustrating the lncRNA signature in dysferlinopathy. Our results highlight that lncRNAs are involved in regulating the gene expression and critical biological functions such as muscle contraction and relaxation in dysferlinopathy. Future studies focusing on deciphering the exact mechanisms that contribute to the regulatory function of these lncRNAs will be interesting and add more to our understanding of this incurable disease.
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Abstract

Background: Alagille syndrome is an autosomal dominant disorder associated with variable clinical phenotypic features including cholestasis, congenital heart defects, vertebral defects, and dysmorphic facies.

Objective: Whole exome sequencing (WES) has become technically feasible due to the recent advances in next-generation sequencing technologies, therefore offering new possibilities for mutations or genes identification.

Methods: WES was used to identify pathogenic variants, which may have significant prognostic implications for patients’ clinical presentation of the proband. In this paper, we have uncovered a novel JAGGED1 gene (JAG1) mutation associated with Alagille syndrome in a 5-year-old girl presented with conjugated hyperbilirubinemia and infantile cholestasis.

Results: The exome sequencing analysis revealed the presence of a novel JAG1 heterozygous c.3080delC variant in exon 25. The detected variant introduced a stop codon (p.P1027RfsTer9) in the gene sequence, encoding a truncated protein. Our exome observations were confirmed through Sanger sequencing as well.

Conclusions: Here, we report a case of a patient diagnosed with Alagille syndrome, conjugated hyperbilirubinemia, and infantile cholestasis, with emphasis on its association with the detection of the novel JAG1 mutation, thereby establishing the genetic diagnosis of the disease.

(JMIR Bioinform Biotech 2022;3(1):e33946) doi:10.2196/33946
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Introduction

Alagille syndrome (ALGS) is an autosomal dominant and multisystemic congenital disorder causing pediatric chronic liver disease with the prevalence of 1: 70,000-100,000 in infants [1,2]. Alagille syndrome (ALGS; MIM: 118450) is characterized by intrahepatic bile ducts, highly variable clinical features, including cholestasis, skeletal malformations, cardiac, ocular abnormalities, and dysmorphic facial features [1]. The classical diagnosis of ALGS includes low numbers of hepatic bile ducts, which results in chronic cholestasis leading to cirrhosis and end-stage liver disease. Hepatic manifestations are variable, and some patients present with jaundice, though it does not progress to a more serious disease [3].

ALGS is caused by mutations in either the JAGGED1 (JAG1) or NOTCH2 gene. Both these genes are involved in the Notch signaling pathway and play an important role in transcription regulation and cell fate determination [4-7]. The majority of ALGS cases (~97%) are caused by mutations in JAG1 (MIM: 601920) gene, while less than 1% of patients have a heterozygous mutation in the NOTCH2 gene (1p13) [8,9]. The JAG1 gene is located on chromosome 20 (20p12.2),
encompassing 26 exons that encode a 1218 amino acid protein that participates in the Notch signaling pathway as a ligand [10]. Phenotypic effects of JAG1 mutation in ALGS are highly variable with reduced penetrance. However approximately 94% of patients with a clinically confirmed diagnosis of ALGS carry JAG1 mutations [11]. There is a high rate of de novo mutations, with approximately 60%-70% of mutations in probands not found in either parent [12-15].

It has been reported that the pathogenic mutations of in JAG1 include missense mutations (11%), nonsense and frame-shift mutations (69%), splice site mutations (16%), and deletion of the entire JAG1 gene (4%) [12,14,16-23]. JAG1 mutations in ALGS clinical presentation have been reported in various populations, such as American, European, Australian, and Japanese [12,14,16-23], whereas there are only few clinical studies on ALGS from India [24-26]. Because of the wide range of clinical manifestations, early genetic testing is required to establish the condition and to take preventative steps to avoid consequences in numerous organs. The advent of molecular diagnostic testing has led to a revision of diagnostic criteria for ALGS [1]. Next-generation sequencing analysis, including either genome or exome sequences, have been recommended for the molecular diagnosis of neonatal or infantile intrahepatic cholestasis [22]. Whole exome sequencing (WES) allows sequencing of all expressed genes in the genome, which is substantial, considering the protein-coding regions cover approximately 85% of human disease-causing mutations [27]. In this study, using WES, we identified a novel JAG1 mutation associated with early onset of Alagille syndrome.

Methods

Case Presentation

The proband is a 5-year-old girl presented with conjugated hyperbilirubinemia and infantile cholestasis with the onset of clinical manifestation of features at 10 months of age.

Ethics Approval

The study design and protocol were conducted in accordance with the guidelines of the American College of Medical Genetics and Genomics and was approved by the Ethical Review Committee of Dr Lal Pathlabs. Written informed consent has been taken from parents of the proband included in the study, and the parents have provided consent to publish the data.

Library Preparation and WES

The DNA was extracted from 2 ml of the peripheral blood using Qiagen DNA mini kit, as per the manufacturer’s instructions. The quantity and quality of the extracted genomic DNA were measured by NanoDrop-2000 Spectrophotometer. Approximately 100 ng of genomic DNA was used to construct exome library using Ion Ampliseq Exome RDY Panel kit (Thermo Fisher Scientific). The resulting DNA library was quantified with Qubit dsDNA HS (High Sensitivity) Assay Kit on Qubit 3.0 Fluorometer. Approximately 25 pm of the library was used with the Ion Chef Instrument (Thermo Fisher Scientific) for template generation followed by enrichment of the templated ion sphere particles. Sequencing was performed using Hi-Q chemistry on Ion Proton system (Thermo Fisher Scientific).

Data Processing and Variant Analysis

The sequences were aligned against the reference genome (GRCh37/hg19) in Torrent Suite v.5.12.0 and Torrent Suite Variant Caller v.5.2.1 software (Thermo Fisher Scientific) with default parameters. The coverage analysis plugin and variant caller plugin from Life Technologies (Thermo Fisher) were used to analyze the Ion Proton sequencing run. Variant discovery, genotype calling of multiallelic substitutions, and indels were performed on each individual sample using the Torrent Variant Caller (TVC, version 4.6.0.7; Thermo Fisher). Statistics and graphs describing the level of sequence coverage produced for targeted genomic regions were provided by the Torrent Coverage Analysis (version 4.6.0.3). The variants were annotated by the Annotate variants 5.0 of Ion Reporter (Thermo Fisher).

Variant Prioritization and Bioinformatics Analysis

Variants that were detected in the exome sequencing were filtered based on coverage (≥15x), minor allele frequency (≤0.01), and deleterious potential. All resulting variants were contrasted with the Human Gene Mutation Database [28] and Uniprot [29]. Furthermore, intronic, up- or downstream, and synonymous variants were removed. The pathogenicity of the detected variant was evaluated using Mutation Taster [30] and MutPredLOF [31]. Additional factors that were considered include the following: (1) absence in the general population; (2) novel appearance and disease phenotype from the family pedigree; (3) absence of any other mutation in JAG1 that could be responsible for the clinical phenotype; and (4) previous independent occurrence in an unrelated patient. An Integrative Genome Viewer [32] was used to visualize sequencing data. Variant frequencies were obtained from various databases such as the 1000 Genomes Project, dbSNP142, Exome Aggregation Consortium (ExAC) and gnomAD. Finally, for the interpretation of variant, American College of Medical Genetics and Genomics 2015 guidelines were used [33].

Mutation Confirmation: Sanger Sequencing

Confirmation of the mutation was performed by conventional Sanger sequencing using the BigDye Terminator v3.1 Cycle Sequencing kit (Applied Biosystems, Thermo Fisher Scientific) and was loaded on an ABI 3500Dx automated Genetic Analyzer (Applied Biosystems, Thermo Fisher Scientific). Primer sequences for the identified variant were designed using Primer 3.0 online as follows: Frd 5′-CCTCATTATTCGATGGCAAGGC -3′ and Rev 5′-GTTCGTGTCTCAGAGGCCC-3′.

Results

Whole Exome Sequencing Analysis

We detected a total of 39,679 variants comprising 55% (n=21,823) synonymous, 43% (n=17,062) missense, and 2% (n=794) frameshift or indel variants. For WES data filtering procedures, a filtering tree illustrated the step-by-step narrowing down of candidate gene or variants detected during...
next-generation sequencing data analysis (Figure 1). The first phase consisted of benign and synonymous variant filtering, and the second phase was based on variant impact (nonsynonymous and truncating), allele frequency (<0.1%), and pathogenicity prediction tools for missense variants (score >3). Since there were still a high number of candidate variants and genes, a second round of prioritization based on manual curation of biological function was performed, and variants in genes unrelated to ALGS were filtered out.

WES results indicated a novel heterozygous frameshift variant (c.3080delC;p.P1027RfsTer9) in the \textit{JAG1} gene responsible for ALGS (Figure 2A). The sequence alignment of heterozygous deletion (c.3080delC) at position Chr20:10621549 in \textit{JAG1} gene was viewed using the Integrative Genomics Viewer (Figure 2B). Sanger sequencing analysis confirmed that the proband carried the mutation in a heterozygous state (Figure 2C). This mutation is conserved across different species and can greatly affect the amino acid sequence of \textit{JAG1} gene that might change the protein function. Different web-based bioinformatics tools were used to analyze the pathogenicity of the variant and predicted this mutation to have potential damaging effects (Table 1).

\textbf{Figure 1.} Illustration for the variant filtering process in whole exome sequencing. ExAC: Exome Aggregation Consortium; MAF: mutation annotation format. VCF: variant call format.
Figure 2. Proband’s pedigree and electropherogram of identified disease associated variant. (A) Family pedigree of patient diagnosed with Alagille Syndrome. (B) IGV plot showing the mutation region in WES data in the proband. Track comprises two parts: a histogram of the read depth and the reads as aligned to the reference sequence. Reads are colored according to the aligned strand (red=forward strand; blue=reverse strand). (C) Sanger sequencing confirmation of heterozygous JAG1 variant c.3080delC in the patient. A: adenine; C: cytosine; DEL: deletion; G: guanine; JAGF: JAG1 forward primer; JAGR: JAG1 reverse primer; T: thymine.

Table 1. Whole exome sequencing analysis identified the JAGGED1 gene (JAG1) mutation in the proband.

<table>
<thead>
<tr>
<th>Locus</th>
<th>Gene</th>
<th>Exon</th>
<th>Protein</th>
<th>Coding</th>
<th>Mutation Tastera</th>
<th>MutPredLOFa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chr20:10621549</td>
<td>JAG1</td>
<td>25</td>
<td>p.Pro1027fs</td>
<td>c.3080delC</td>
<td>D</td>
<td>D</td>
</tr>
</tbody>
</table>

aMutation Taster and MutPredLOF are functional prediction scores in which increasing values indicate a more damaging effect.

bD: damaging or deleterious.

Discussion

Principal Findings

ALGS is a highly variable autosomal dominant disorder, which involves multiple organ systems, and it requires a multidisciplinary team of medical specialists for its management [33-35]. The spectrum of mutations in JAG1 gene associated with ALGS includes full gene deletion and other protein-truncating mutations including nonsense, frameshift, and splice site as well as missense mutations, suggesting that the clinical phenotype is caused by haploinsufficiency for the JAG1 protein [9,15]. Phenotypic effects of JAG1 mutations are highly penetrant but with variable expressivity [36]. There is no strong correlation between the type and location of the JAG1 mutation and the severity of the disease, suggesting that other genomic modifiers beyond the known JAG1 mutation may be the cause of the variable expressivity that characterizes this disorder [9]. Unfortunately, no genotype-phenotype correlation exists between clinical manifestations and the specific JAG1 pathogenic variant or the location of the mutation within gene [37]. Although genetics of ALGS is well-defined, there is variable expressivity of the disease. Individuals with the same mutations, including patients belonging to the same family, show discordance in the phenotype [38]. In support of this concept, the genotype-phenotype correlation studies did not identify a link between the mutation type and clinical manifestation or severity [39].

To the best of our knowledge, we report here a novel variant underlining a frameshift mutation in the JAG1 gene using the Ion Torrent platform. In the patient currently under study, the onset of ALGS was at an early age with hyperbilirubinemia and infantile cholestasis. WES analysis revealed the previously unreported heterozygous c.3080delC variant in exon 25, which produces a truncated JAGGED1 protein due to a stop codon (p.P1027RfsTer9) and probably a diminished function of the Notch signaling pathway. A study reported that some symptoms associated with ALGS are deemed indicators of a bad prognosis, such as high total bilirubin levels between 12 and 24 months of age, liver fibrosis, and xanthomata [40]. The present patient had one of these predictors, high total bilirubin. However, further studies could clarify the effect of this mutation on the protein and signaling level. This JAG1 (c.3080delC) mutation has never been reported in public human databases, including the following: ClinVar [41], COSMIC [42], the 1000 Genomes Project [43], gnomAD [44], ExAC [45], dbSNP [46], and the Human Gene Mutation Database [28]. It was also not found in our in-house database of 1000 exomes (personal data). In Figure 3A and B, we illustrated all JAG1 pathogenic, or likely pathogenic, mutations reported in the public version of ClinVar.

https://bioinform.jmir.org/2022/1/e33946
and COSMIC databases according to ExAC frequency. These variants encompass frameshift (nucleotide - level deletions, insertions, and insertion-deletions), nonsense (substitutions, start loss, and stop gain), missense, splice site, and in-frame deletions. We observed that the effect of mutations on phenotype and its severity differs between patients regardless of their mode of inheritance, which makes the understanding of the physiopathological mechanisms so far unknown. Interestingly, in the same exon 25, a missense mutation c.3080C>A; p.Pro1027Gln was previously reported in the COSMIC database (Figure 3B) which was disease-causing according to MutationTaster and damaging according to other in silico tools; FATHMM [47], MutPred [31], LRT [48], and EIGEN PC [49]. A 2019 study by Gilbert et al [50] showed that 94.3% of individuals with clinically diagnosed ALGS have a pathogenic variant in the JAG1 gene, 2.5% have a pathogenic variant in the NOTCH2 gene, and 3.2% are molecularly uncharacterized [50]. The spectrum of JAG1 mutations includes more frequently protein-truncating mutations (75%) and nonprotein truncating mutations (25%) [38,51].

Figure 3. Schematic of JAG1 protein with all listed variants: (A) ClinVar and (B) COSMIC databases. Dashed lines within the protein indicate exon boundaries, and numbers indicate amino acid coordinates. Protein domains include (JAG1): N terminus signal peptide (Salmon), DSL domain (Skyblue), EGF - like domain (teal), EGF domain (yellow), and VWC out domain (light green). All mutations listed are shown in different colors.

Conclusions
WES has revolutionized molecular genetic research and has become an essential genetic tool for molecular diagnosis of heterogeneous disorders. This study is an attempt to improve our understanding of the origin of ALGS caused by the identification of a variant in the JAG1 gene. The novel mutation identified here provides an appropriate course of management to the patient to offer genetic counseling to the family; it also offers to expand the genetic spectrum of JAG1-related ALGS, raise awareness among pediatricians on the morbidity of this severe form of ALGS, which is thus far underdiagnosed, and show them the added value of next-generation sequencing technology in reducing diagnostic wandering.
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Abstract

Background: Since the first appearance of SARS-CoV-2 in China in December 2019, the world witnessed the emergence of the SARS-CoV-2 outbreak. Due to the high transmissibility rate of the virus, there is an urgent need to design and develop vaccines against SARS-CoV-2 to prevent more cases affected by the virus.

Objective: A computational approach is proposed for vaccine design against the SARS-CoV-2 spike (S) protein, as the key target for neutralizing antibodies, and envelope (E) protein, which contains a conserved sequence feature.

Methods: We used previously reported epitopes of S protein detected experimentally and further identified a collection of predicted B-cell and major histocompatibility (MHC) class II–restricted T-cell epitopes derived from E proteins with an identical match to SARS-CoV-2 E protein.

Results: The in silico design of our candidate vaccine against the S and E proteins of SARS-CoV-2 demonstrated a high affinity to MHC class II molecules and effective results in immune response simulations.

Conclusions: Based on the results of this study, the multiepitope vaccine designed against the S and E proteins of SARS-CoV-2 may be considered as a new, safe, and efficient approach to combatting the COVID-19 pandemic.

(JMIR Bioinform Biotech 2022;3(1):e36100) doi:10.2196/36100
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Introduction

The recent outbreak of the new virus in Wuhan City, China, contributed to the discovery of a new coronavirus strain, labeled SARS-CoV-2, of the Coronaviridae family. This virus has caused severe damage and anxiety, leading to the loss of myriad individuals, impacting more than 535,863,950 people to date. SARS-CoV-2 causes the disease named COVID-19, which is associated with symptoms such as a flu-like illness, acute respiratory distress syndrome, and clinical or radiological evidence of pneumonia in individuals needing hospitalization [1]. Patients diagnosed with COVID-19 are reported to have high levels of interleukin (IL)-1β, interferon (IFN)γ, interferon-inducible protein 10 (IP10), and monocyte chemoattractant protein 1 (MCP1), likely leading to activated T helper-1 cell responses. In comparison, patients requiring intensive care unit admission had higher concentrations of granulocyte-colony stimulating factor, IP10, MCP1, MIP1A, and tumor necrosis factor-α than those not requiring intensive care, suggesting a possible correlation of cytokine storm and disease intensity. Nonetheless, SARS-CoV-2 infection also resulted in the enhanced production of T helper-2 cell cytokines such as IL4 and IL10, which inhibit inflammation that varies from that induced by SARS-CoV infection [2]. The persistent rise in patients and the high contagious rate of SARS-CoV-2 infection illustrate the immediate need to develop a safe and effective vaccine.

Vaccines are mostly comprised of whole pathogens, either destroyed or attenuated. However, it may be beneficial to use protein vaccines that are capable of generating an immune response against a specific pathogen. Epitope-based vaccines (EVs) utilize immunogenic proteins (epitopes) to induce an immune response. The performance of an EV is calculated by the number of epitopes to be used as the foundation. Nevertheless, the experimental identification of candidate epitopes is costly in terms of both time and money. Moreover, different immunological requirements need to be considered for the final choice of epitopes [3].

The properties of coronaviruses can be determined by electron microscopy. Coronaviruses are enveloped viruses with single-stranded positive-sense RNA. The coronavirus genome size varies from 26 to 32 kb [4]. Like all coronaviruses, SARS-CoV-2 comprises four viral proteins, namely spike (S) protein, a type of glycoprotein; membrane (M) protein, covering the membrane; envelope (E) protein, a strongly hydrophobic protein that covers the entire coronavirus structure; and nucleocapsid (N) protein, a structural protein that suppresses RNA interference to overcome the host defense response [5,6] (Figure 1A). Such accessory proteins are not only essential for virion assembly but might also play additional roles in disrupting the host immune responses to promote viral replication [7]. SARS-CoV-2 requires the S glycoprotein, as the key target for neutralizing antibodies, to bind to the receptor and facilitate membrane fusion and virus entry. Every trimeric S protein monomer is roughly 180 kDa in size and comprises two subunits, S1 and S2, mediating binding and membrane fusion, respectively [8]. Therefore, S protein, but not other structural proteins, is the main antigen that causes the production of defensive neutralizing antibodies that stop viruses from attaching to their specific receptor, thereby preventing viral infection [9,10]. The S and M structural proteins have also been shown to have substantial mutational modifications, whereas the E and N proteins are highly conserved (Figure 1A), indicating differential selection pressures imposed on SARS-CoV-2 during evolution [11]. E protein is a small intrinsic membrane protein that is actively engaged in several stages of the life cycle of the virus, such as assembling, propagation, enveloping, and pathogenesis [12]. This protein also slows the transport of proteins through the secretory pathway by adjusting the concentrations of Ca²⁺ and H⁺ in the Golgi and endoplasmic reticulum compartments, which has been suggested as a mechanism for immune avoidance [13].

In this study, the S and E protein sequences were collected from a protein database and analyzed with various bioinformatics tools to identify protective epitopes. The toxicity of whole E protein as a second antigen was analyzed, and toxic epitopes were identified. The predicted B-cell and major histocompatibility complex (MHC) class II–restricted T-cell epitopes were checked in terms of not coinciding with these regions. The presence of less toxic epitopes in E protein in comparison with S protein served as a motivation to design an effective vaccine against these two antigens.

In particular, we sought to design a vaccine against the two structural antigens, S and E proteins, without using built-in adjuvants to obtain a vaccine that could be effective against all current and potential mutations of SARS-CoV-2, along with the advantage of a low molecular weight to avoid the complexity of future manufacturing. Since E protein is more highly conserved and the candidate vaccine showed all of the desired properties in simulations without using adjuvants, the study goals were achieved.
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Figure 1. Schematic of the overall study design for development of a SARS-CoV-2 multiepitope vaccine. (A) Study workflow of the in silico design of a multiepitope vaccine against the envelope (E) protein of SARS-CoV-2. (B) Overlaps of 21 selected epitopes merged showing the final construct consisting of 8 epitopes. HLA: human leukocyte antigen; NCBI: National Center for Biotechnology Information.

Methods

Protein Sequence Retrieval

Based on the vaxquery database [14], the S and E proteins of SARS-CoV-2 were selected as targets for vaccine design because there are already vaccines in development or produced based on these proteins. The amino acid sequences of the E and S proteins of SARS-CoV-2 were collected from the National Center for Biotechnology Information (NCBI) virus database [15] with accession number QHD43418 and QHR63280, respectively.

B-Cell Epitopes Prediction

Prediction methods are both time- and cost-effective, and are reliable approaches for predicting linear B-cell epitopes as the
first step in the genome-wide quest for identifying B-cell antigens in a pathogenic organism [16]. The ABCpred database [17] includes the full-length E protein sequence for the prediction of linear B-cell epitopes. In this study, we set the “threshold” to 0.51 (default value), “length” to 16 (default value), and “overlapping filter” to “NO.” ABCpred uses a machine-learning methodology that requires fixed-length patterns for training or research, and the B-cell epitopes range from 5 to 30 residues in length. To overcome this issue, the server sought to create data sets of fixed-length patterns from B-cell epitopes by removing or linking residues to terminals. With a single hidden layer, the ABCpred server employs a partly recurrent neural network (Jordan network). The networks contain a single hidden layer with 35 residues and selectable window lengths of 10, 12, 14, 16, 18, and 20. The result is a single binary value that is either 1 or 0 (epitope or nonepitope).

The performance of prediction algorithms was evaluated using three parameters [17,18]: sensitivity, specificity, and accuracy. Sensitivity was calculated as the percentage of epitopes correctly identified as epitopes with the formula (TP/[TP+FN])×100, where TP and FN are the numbers of true positives and false negatives, respectively. Specificity was calculated as the percentage of correctly predicted nonepitopes with the formula (TN/[TN+FP])×100, where TN and FP are the numbers of true negatives and false positives, respectively. Accuracy is calculated as the total number of correct predictions (which includes both TP and TN) divided by the total number of forecasts made, multiplied by 100.

The Immune Epitope Database (IEDB) [19] was utilized to browse the available experimental B-cell assays on S protein of SARS-CoV-2. IEDB documents experimental evidence on antibody and T-cell epitopes examined in humans, nonhuman primates, and other animal species in the sense of infectious diseases, allergy, autoimmunity, and transplantation. We used the following parameters for browsing S epitopes: “Epitope” was set to “Linear peptide,” “Organism” was set to “SARS-CoV,” “Antigen” was set to “Spike glycoprotein,” “Assay” was set to “T cell” and “B Cell,” “MHC restriction” was set to “Class II,” and “Host” was set to “Human.”

For the B-cell epitope prediction of E protein using IEDB, we used the Bepipred Linear Epitope Prediction 2.0 service, which is based on a random forest algorithm trained on epitopes and nonepitope amino acids obtained from reported crystal structures to predict B-cell epitopes from a protein sequence, followed by sequential prediction smoothing [20].

### T-Cell Epitope Prediction

T-cell epitopes are a group of proteins that can be detected by T-cell receptors after a given antigen has been processed intracellularly and attached to at least one MHC molecule, which are then expressed on the surface of antigen-presenting cells (APCs) as an MHC-protein complex. For entities that have at least one MHC molecule with strong affinity for binding to allergenic amino acid sequences from an allergen, the T-cell clones that can detect this MHC-protein complex are genetically susceptible to allergic reactions to this allergen. This concept can be investigated in silico by employing advanced statistical and mathematical methods [21]. The helper T lymphocyte (HTL) epitopes of E protein were predicted by the IEDB database [19]. For T-cell MHC class II epitope prediction by IEDB, the “Prediction method” was set to “IEDB recommended 2.22,” “species/locus” was set to “human”/“HLA-DRA-DBB1*01:01” and “HLA-DPB1*01:02,” and “length” was left as the default setting. IEDB recommends using the consensus method, which compares a variety of methods to predict MHC class II epitopes, including a consensus approach combining NN-align, SMM-align, and combinatorial library methods [19]. The other tool that is available on the IEDB can browse the experimental HTL epitopes through the library based on a relevant antigen [19].

### Antigenicity, Allergenicity, and Toxicity Prediction

VaxiJen v2.0 with a threshold of 0.4 was used to predict the antigenicity of both B-cell and T-cell epitopes. VaxiJen is the first alignment-independent antigen predictor server, which was developed to achieve the categorization of antigens solely based on the physicochemical properties of proteins without recourse to sequence alignment. The system can be used either on its own or in conjunction with alignment-based prediction methods [22]. The methodology of this server is based on z descriptors, autocross covariance (ACC) preprocessing, discriminant analysis by partial least squares, and sequence similarity of the training set [23]. The z descriptors reflect the most critical physicochemical features for antigen recognition, including z1, z2, and z3 descriptors to describe the protein sequences. The hydrophobicity of amino acids is represented by the first principal component (z1), their size is represented by the second component (z2), and their polarity is represented by the third component (z3). The auto covariance Aij(lag) is represented by Equation (1) [22]:

\[
(1) \quad \text{The z-scales are calculated using index } j (j=1, 2, 3), n \text{ (number of amino acids in a sequence), } l \text{ (amino acid position; } l=1, 2, \ldots, n) \text{, and } l \text{ (lag) } (l=1, 2, \ldots, L). \text{ A small range of lags (L=1,2,3,4,5) was employed to explore the effect of near amino acid proximity on protein antigenicity. Cross covariances } C_{jk}(lag) \text{ between two distinct z-scales, } j \text{ and } k, \text{ were calculated with Equation (2):}
\]

\[
(2) \quad \text{VaxiJen v2.0 was used to estimate the antigenicity of the whole-protein chimera. Based on this server, the antigenicity score of the final protein was 0.5830 (Probable ANTIGEN) with a threshold of 0.4. Likewise, ANTIGENpro [24] was utilized to predict the antigenicity of the protein chimera. ANTIGENpro is an alignment-free, sequence-based, and pathogen-independent protein antigenicity predictor. ANTIGENpro is the first indicator of protein antigenicity that is trained to employ reactivity data from the protein microarray analysis of five pathogens. AllerTOP v2.0 was used to predict the allergenicity of both B-cell and HTL epitopes. Protein sequences are sent to this}
server in simple text. The results page then provides the identity of an allergen as “probable allergen” or “probable nonallergen.” The whole-protein chimera was predicted as a “probable nonallergen” using this tool [20]. This server was chosen because of its high sensitivity (94%) and higher rate of accurate prediction (94%-100%) in comparison to other similar servers to predict allergenicity [20]. Similar to VaxiJen, this database analyzes the presentation of protein sequences by z-descriptors and ACC transformation [17,18].

ToxinPred [25] with a protein fragment length of 10 was used to predict the toxicity of both B-cell and HTL epitopes. ToxinPred is a computational tool that was built to anticipate and design toxic versus nontoxic proteins. The primary data set used for this approach is comprised of 1805 toxic proteins (≤35 residues). This server also was used to predict the toxicity of the whole-protein chimera and no fragment was predicted as a toxin.

Construction of the Chimeric Protein
Selected B-cell and HTL epitopes were used to construct the protein chimera as a multiepitope vaccine. Overlaps of B-cell and HTL epitopes were merged. Blysine (KK) linkers, as flexible linkers, were used to connect the epitopes. The KK linker was implanted between separate epitopes to maintain their independent immunological functions (Figure 1B). KK is the target sequence of cathepsin B, which is one of the essential antigen-processing proteases in MHC class II antigen presentation [26].

Amino Acid Composition, Physicochemical Properties, and Solubility Prediction
The Protparam database [27] was used to calculate and predict the molecular weight, isoelectric point (pI), in vivo and in vitro half-life, instability index II, and grand average of hydropathicity (GRAVY). ProtParam from the ExPASy server is a reliable algorithm to compute physicochemical properties. However, it uses a single sequence per analysis through the interface. The algorithm to compute physicochemical properties. However, it uses a single sequence per analysis through the interface. The instability index is calculated using weight values, as shown in Equation (3) [28]:

\[
\text{instability index} = \frac{1}{L} \sum_{i=1}^{L} \text{DIWV}(x[i]x[i+1])
\]

where \(L\) is the length of the sequence and \(\text{DIWV}(x[i]x[i+1])\) is the instability weight value for the dipeptide starting in position \(i\). A protein with an instability index less than 40 is anticipated to be stable, whereas one with an index greater than 40 is predicted to be unstable.

The relative volume occupied by aliphatic side chains (alanine, valine, isoleucine, and leucine) is known as the aliphatic index, which is considered a potentially beneficial element in the enhancement of globular protein thermostability. The aliphatic index is calculated by the formula

\[
X(\text{Ala})+aX(\text{Val})+b(X[\text{Ile}]+X[\text{Leu}])
\]

where \(X(\text{Ala})\), \(X(\text{Val})\), \(X(\text{Ile})\), and \(X(\text{Leu})\) represent the mole percent (100x mole fraction) of alanine, valine, isoleucine, and leucine, respectively, and the coefficients \(a\) and \(b\) are the relative volumes of the valine side chain (\(a=2.9\)) and Leu/Ile side chains (\(b=3.9\)) to the side chain of alanine.

The SOLpro program from ANTIGENpro [24] was used to predict the solubility of protein chimera upon overexpression. SOLpro predicts the tendency of a protein to be soluble when overexpressed in Escherichia coli using a two-stage support vector machine model based on multiple representations of the primary sequence.

The PepCalc server [30] was used to predict the solubility of the final protein, which provides only a very rough estimation of water solubility.

Secondary Structure Prediction
The Prabi server [31] was used to predict the secondary structure of the final sequence of the protein chimera. All PRABI components provide services in their various areas of expertise (e.g., molecular, phylogeny, genomics, transcriptomics, proteomics, protein structure, and medical biostatistics), “GOR IV” was selected as the secondary structure prediction method. The program outputs two files: one with the sequence and anticipated secondary structure in rows (H=helix, E=extended or beta strand, and C=coil), and the other with the probability values for each secondary structure at each amino acid position (H=helix, E=extended or beta strand, and C=coil) [32].

The PSIPRED 4.0 [33] server was also used to predict the secondary structure, which provides more details of residues’ configurations. This is a very simple system of secondary prediction based on a simple neural network evaluation of PSI-BLAST–generated profiles, which is capable of generating findings that place the process at the very top of the prediction system crop [33].

Molecular Docking of Final Vaccine Epitopes With MHC Molecules
PEP-FOLD 2.0 from the RPBS Web Portal server [32] was used to predict the tertiary structure of the vaccine construct epitopes. PEP-FOLD is an online tool that was designed to model 3D protein conformation structures in aqueous solutions for proteins 9-25 amino acids in length (de novo modeling). PEP-FOLD conducts a series of 50 simulations beginning with an amino acid sequence, and returns the most critical energy and population-related conformations found [32].

The ClusPro 2.0 server [34,35] rotates the ligands of each of the final epitopes of a vaccine protein with 70,000 rotations. The ligand rotations are translated relative to the MHC receptor alleles in three axes (\(x, y, z\)) on a grid. The top 100 lowest energy docked structures from 70,000 rotations are then chosen and processed in turn. This set might have the potential to consist of at least some models that are close to the native structure of the complex. The server then clusters the 1000 rotations by finding the structure with the most “neighbors” within a 9 Å interface root mean square deviation radius as the distance measure. This ligand and its neighbors are then considered as the “cluster center” and the “members” of the cluster, respectively. This process was repeated for the remainder of the ligands to find the next clusters. Finally, the server provides a score for the models and reports the top scoring models based on the cluster size (10 most populated clusters) [34,35]. One of the main advantages of ClusPro 2.0 as an
automated protein docking server is its ability to generate protein-protein complexes with high accuracy [36]. PyMOL software was used to analyze the docking results. PyMOL is mostly utilized for molecular visualization by crystallographic, molecular dynamic simulation, and protein modeling software packages [37].

**Immune Response Simulation**

IL4-, IL10-, and IFNγ-inducing proteins from the 8 epitopes in the final vaccine construct were predicted via IL4pred server [38], IL-10Pred server [39], and IFNepitope server [40], respectively.

The immune response to vaccine injection was simulated using the C-ImmSim 10.1 server [41]. C-ImmSim 10.1 is an agent-based computational immune-response simulator that utilizes a position-specific score matrix and machine-learning methods for predicting epitope and immune interactions, respectively [42]. We regulated the parameters based on the predominant human leukocyte antigen (HLA) alleles of predictions. The host HLA selection parameters for MHC class I were set to A1010, A1101, and B0702; the parameters for DR MHC class II were set to DBR1_0101; and the time step to injection was set to 1, 84, and 100 (maximum allowed value), respectively. We randomly shuffled the vaccine protein sequence (without adjuvants) using Stothard P 2000 from the Sequence Manipulation Suite server [43] to create a control group. The overall immunogenicity of the generic protein sequence associated with its amino acid sequence was assessed by this immune system simulation server [41]. The entire simulation was focused on three events, (1) B-cell epitopes binding, (2) HLA class I and II epitopes binding, and (3) T-cell receptor binding, in which the HLA–protein complex interaction should be present. Such processes are independently carried out by cells through various agents and the consumption of specific simulated biological quantities [41].

**Results**

**Selection of Protein Sequences**

The amino acid sequences of E protein and S protein of SARS-CoV-2 were collected from the NCBI virus database with accession numbers QHD43418 and QHR63280, respectively, which were released January 13, 2020, and have nucleotide completeness. The FASTA sequences were used to construct a multiepitope vaccine against SARS-CoV-2.

**B-Cell Epitopes Analysis**

The ABCpred database reviewed the full-length E protein sequence for the analysis of linear B-cell epitopes. Among the results that passed the three filters of antigenicity, allergenicity, and toxicity, two epitopes (NVSLVKPSFYVYSRVK and YVYSRVKLNLSRSSRVPD) were chosen as protective epitopes (Table 1). The IEDB was then utilized to investigate the B-cell linear epitopes, resulting in 37 epitopes that were experimentally identified for S protein [44-54]. By contrast, there were no experimental B-cell epitopes for E protein of SARS-CoV-2.

**T-Cell Epitopes Analysis**

The binding epitopes to MHC class II molecules of E protein were analyzed by the IEDB. We used the prediction method to identify T-cell epitopes of E protein since there were no corresponding experimental epitopes in this database, whereas we used the available experimental T-cell epitopes of S protein [55]. The same three filters of antigenicity, allergenicity, and toxicity were applied to identify the protective antigens. Based on the number of alleles, the predominant HLA alleles were HLA-DRA-DBR1*01:01 and HLA-DPB1*01:02 among MHC class II alleles.

**Antigenicity of Potential Epitopes**

The antigenicity of both the B-cell and T-cell epitopes was predicted by VaxiJen 2.0, with a threshold of 0.4. The predicted epitopes with an antigenicity score above the threshold were considered as “antigen” epitopes. Screenings for the other two filters (allergenicity and toxicity) were not carried out on “nonantigen” epitopes (Table 1 and Table 2).
Table 1. Predicted T-cell and B-cell epitopes of SARS-CoV-2 envelope protein.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Epitope</th>
<th>B-cell</th>
<th>MHC\textsuperscript{b} II</th>
<th>Antigenicity</th>
<th>Allergenicity</th>
<th>Toxicity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ABCpred</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not selected for vaccine construction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TLAILTALRLCAYCCN</td>
<td>+\textsuperscript{c} –\textsuperscript{d}</td>
<td>Antigen</td>
<td>Nonallergen</td>
<td>Toxin</td>
<td></td>
</tr>
<tr>
<td>LCAYCCNVNVSLVVKP</td>
<td>+</td>
<td>–</td>
<td>Antigen</td>
<td>Nonallergen</td>
<td>Toxin</td>
</tr>
<tr>
<td>FVSEETGTILVNSVLL</td>
<td>+</td>
<td>–</td>
<td>Nonantigen</td>
<td>Discontinued</td>
<td>Discontinued</td>
</tr>
<tr>
<td><strong>Selected for vaccine construction</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NVSLVKSFYYVSRSVK</td>
<td>+</td>
<td>–</td>
<td>Antigen</td>
<td>Nonallergen</td>
<td>Nontoxin</td>
</tr>
<tr>
<td>YVYSRVKNLNSSRVPD</td>
<td>+</td>
<td>+</td>
<td>Antigen</td>
<td>Nonallergen</td>
<td>Nontoxin</td>
</tr>
<tr>
<td><strong>IEDB\textsuperscript{e}</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not selected for vaccine construction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IVNSVLLFLAFVVFVL</td>
<td>–</td>
<td>+</td>
<td>Antigen</td>
<td>Allergen</td>
<td>Discontinued</td>
</tr>
<tr>
<td>EETGTILVNSVLLFL</td>
<td>–</td>
<td>+</td>
<td>Antigen</td>
<td>Allergen</td>
<td>Discontinued</td>
</tr>
<tr>
<td>GTLIVNSVLLFLAFV</td>
<td>–</td>
<td>+</td>
<td>Nonantigen</td>
<td>Discontinued</td>
<td>Discontinued</td>
</tr>
<tr>
<td>IVNSVLLFLAFVVFVL</td>
<td>–</td>
<td>+</td>
<td>Nonantigen</td>
<td>Discontinued</td>
<td>Discontinued</td>
</tr>
<tr>
<td>MYSFVSEETGTILVNV</td>
<td>–</td>
<td>+</td>
<td>Nonantigen</td>
<td>Discontinued</td>
<td>Discontinued</td>
</tr>
<tr>
<td>NIVNSVLSKPSFYYY</td>
<td>–</td>
<td>+</td>
<td>Antigen</td>
<td>Allergen</td>
<td>Discontinued</td>
</tr>
<tr>
<td>RVKNNSSRVPDVLV</td>
<td>–</td>
<td>+</td>
<td>Antigen</td>
<td>Allergen</td>
<td>Discontinued</td>
</tr>
<tr>
<td>SEETGTILVNSVLLF</td>
<td>–</td>
<td>+</td>
<td>Nonantigen</td>
<td>Discontinued</td>
<td>Discontinued</td>
</tr>
<tr>
<td>TGTILVNSVLLFLAF</td>
<td>–</td>
<td>+</td>
<td>Nonantigen</td>
<td>Discontinued</td>
<td>Discontinued</td>
</tr>
<tr>
<td>YSFVSEETGTILVNS</td>
<td>–</td>
<td>+</td>
<td>Nonantigen</td>
<td>Discontinued</td>
<td>Discontinued</td>
</tr>
<tr>
<td><strong>Selected for vaccine construction</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SFYYYSRKVLNSSR</td>
<td>–</td>
<td>+</td>
<td>Antigen</td>
<td>Nonallergen</td>
<td>Nontoxin</td>
</tr>
<tr>
<td>FYYYSRKVLNSSRVR</td>
<td>–</td>
<td>+</td>
<td>Antigen</td>
<td>Nonallergen</td>
<td>Nontoxin</td>
</tr>
<tr>
<td>YVYSRVKLNSSRVPD</td>
<td>–</td>
<td>+</td>
<td>Antigen</td>
<td>Nonallergen</td>
<td>Nontoxin</td>
</tr>
<tr>
<td>FLAFVVFVLVTLLI</td>
<td>–</td>
<td>+</td>
<td>Antigen</td>
<td>Nonallergen</td>
<td>Nontoxin</td>
</tr>
<tr>
<td>FVSEETGTILVNSVVL</td>
<td>–</td>
<td>+</td>
<td>Antigen</td>
<td>Nonallergen</td>
<td>Nontoxin</td>
</tr>
<tr>
<td>KPSFFYYSRKVLNNS</td>
<td>–</td>
<td>+</td>
<td>Antigen</td>
<td>Nonallergen</td>
<td>Nontoxin</td>
</tr>
<tr>
<td>YSRKVLNSSRVPDVL</td>
<td>–</td>
<td>+</td>
<td>Antigen</td>
<td>Nonallergen</td>
<td>Nontoxin</td>
</tr>
<tr>
<td>NSVLLFLAFVVFVL</td>
<td>–</td>
<td>+</td>
<td>Antigen</td>
<td>Nonallergen</td>
<td>Nontoxin</td>
</tr>
<tr>
<td>VKPSFFYYSRKVLNL</td>
<td>–</td>
<td>+</td>
<td>Antigen</td>
<td>Nonallergen</td>
<td>Nontoxin</td>
</tr>
<tr>
<td>VNSVLLFLAFVVFLL</td>
<td>–</td>
<td>+</td>
<td>Antigen</td>
<td>Nonallergen</td>
<td>Nontoxin</td>
</tr>
<tr>
<td>VSLVKPSFYYSRKVK</td>
<td>–</td>
<td>+</td>
<td>Antigen</td>
<td>Nonallergen</td>
<td>Nontoxin</td>
</tr>
<tr>
<td>VVFLVTLAILTALR</td>
<td>–</td>
<td>+</td>
<td>Antigen</td>
<td>Nonallergen</td>
<td>Nontoxin</td>
</tr>
<tr>
<td>LLLFLAFVVFLLTLLA</td>
<td>–</td>
<td>+</td>
<td>Antigen</td>
<td>Nonallergen</td>
<td>Nontoxin</td>
</tr>
</tbody>
</table>

\textsuperscript{a}T-cell epitopes were identified as the best epitopes based on the number of alleles.

\textsuperscript{b}MHC: major histocompatibility complex.

\textsuperscript{c}+: Related.

\textsuperscript{d}–: Unrelated.

\textsuperscript{e}IEDB: Immune Epitope Database.
**Table 2.** Experimental T-cell and B-cell epitopes of SARS-CoV-2 spike protein from Immune Epitope Database.

<table>
<thead>
<tr>
<th>Epitope</th>
<th>Selected for vaccine construction</th>
<th>B-cell</th>
<th>MHC(^a) II</th>
<th>Allergenicity</th>
<th>Toxicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>AATKMSERCLGQSKRVD</td>
<td>No</td>
<td>(_b^a)</td>
<td>(_c^a)</td>
<td>Allergen</td>
<td>Discontinued</td>
</tr>
<tr>
<td>CKFEDDSEVPVLGKVLHVT</td>
<td>Yes</td>
<td>+</td>
<td>–</td>
<td>Nonallergen</td>
<td>Nontoxic</td>
</tr>
<tr>
<td>DSSVPVLGKVLHVT</td>
<td>Yes</td>
<td>+</td>
<td>–</td>
<td>Nonallergen</td>
<td>Nontoxic</td>
</tr>
<tr>
<td>DKYKFNHTSPVDLGD</td>
<td>Yes</td>
<td>+</td>
<td>–</td>
<td>Nonallergen</td>
<td>Nontoxic</td>
</tr>
<tr>
<td>DLGDISGNASVNNIQK</td>
<td>No</td>
<td>+</td>
<td>–</td>
<td>Allergen</td>
<td>Discontinued</td>
</tr>
<tr>
<td>EIDRLNEVAKLNESLIDLQELGKYEQY</td>
<td>Yes</td>
<td>+</td>
<td>–</td>
<td>Nonallergen</td>
<td>Nontoxic</td>
</tr>
<tr>
<td>EVAKNLNESLIDLQEL</td>
<td>No</td>
<td>+</td>
<td>–</td>
<td>Allergen</td>
<td>Discontinued</td>
</tr>
<tr>
<td>KNHTSPVDLGDISGN</td>
<td>No</td>
<td>+</td>
<td>–</td>
<td>Allergen</td>
<td>Discontinued</td>
</tr>
<tr>
<td>LYYDVNC</td>
<td>No</td>
<td>+</td>
<td>–</td>
<td>Allergen</td>
<td>Discontinued</td>
</tr>
<tr>
<td>LYYDVNCT</td>
<td>No</td>
<td>+</td>
<td>–</td>
<td>Allergen</td>
<td>Discontinued</td>
</tr>
<tr>
<td>MAYRFNGIGVTVQNLVY</td>
<td>Yes</td>
<td>+</td>
<td>–</td>
<td>Nonallergen</td>
<td>Nontoxic</td>
</tr>
<tr>
<td>MAYRFNGIGVTVQNLVE</td>
<td>Yes</td>
<td>+</td>
<td>–</td>
<td>Nonallergen</td>
<td>Nontoxic</td>
</tr>
<tr>
<td>RASANLAAATKMSERCLG</td>
<td>No</td>
<td>+</td>
<td>–</td>
<td>Allergen</td>
<td>Discontinued</td>
</tr>
<tr>
<td>SPVDLGDISGNAS</td>
<td>No</td>
<td>+</td>
<td>–</td>
<td>Allergen</td>
<td>Discontinued</td>
</tr>
<tr>
<td>MAYRFNGIGVTVQNLVY</td>
<td>Yes</td>
<td>–</td>
<td>+</td>
<td>Nonallergen</td>
<td>Nontoxic</td>
</tr>
<tr>
<td>QLIRAAEIRASANLAAKT</td>
<td>No</td>
<td>–</td>
<td>+</td>
<td>Allergen</td>
<td>Discontinued</td>
</tr>
</tbody>
</table>

\(^a\)MHC: major histocompatibility complex.

\(^b\): Related.

\(^c\): Unrelated.

**Allergenicity of Potential Epitopes**

The allergenicity of both B-cell and HTL epitopes was estimated by AllerTOP v. 2.0 (Table 1).

**Toxicity of Potential Epitopes**

The toxicity of both B-cell and HTL epitopes was predicted by ToxinPred, with a protein fragment length of 10 (Tables 1 and 2).

**Construction of the Chimeric Protein**

The screened epitopes were chosen for the design of a chimeric protein as a multiepitope vaccine. As shown in Tables 1 and 2, we selected 21 epitopes (including 6 B-cell epitopes and 1 HTL epitope of S protein, and 2 B-cell epitopes and 12 HTL epitopes of E protein), which all filled the criteria of “antigen,” “nonallergen,” and “nontoxic.” To establish a contiguous sequence in the final construction, the overlapping sequences of B-cell and T-cell epitopes were merged. In detail, MAYRFNGIGVTVQNLVY was obtained from MAYRFNGIGVTVQNLVYE and MAYRFNGIGVTVQNLVYE, MAYRFNGIGVTVQNLVYE, and MAYRFNGIGVTVQNLVYE (S protein B-cell epitopes); CKFEDDSEVPVLGKVLHVT was obtained from CKFEDDSEVPVLGKVLHVT and DDSEVPVLGKVLHVT (S protein B-cell epitopes); SYFVYYSRVKLNSSRVPD was obtained from SYFVYYSRVKLNSSRVPD, SYFVYYSRVKLNSSRVPD, YVYSRVKLNSSRVPD, and YVYSRVKLNSSRVPD (E protein B-cell epitopes); VSFVYYSRVKLNSSRVPD was obtained from VSFVYYSRVKLNSSRVPD, VSFVYYSRVKLNSSRVPD, and VSFVYYSRVKLNSSRVPD (E protein B-cell epitopes); LLFLAFVVFLVTLAILTA, FLAFVVFLVTLAILTA, VSFVYYSRVKLNSSRVPD, and VSFVYYSRVKLNSSRVPD (E protein B-cell epitopes); and NVSLVKPSFYVYSRVKLNLS was obtained from NVSLVKPSFYVYSRVKLNLS, NVSLVKPSFYVYSRVKLNLS, and NVSLVKPSFYVYSRVKLNLS (E protein HTL epitopes). Predicted linear B-cell epitopes and T-cell epitopes were connected utilizing KK linkers as flexible connectors (Figure 1B).

The arrangement of epitopes in the final vaccine construct had a substantial effect on the physicochemical properties such as half-life and instability, with the half-life varying from 5.5 hours to 30 hours in mammalian cells, and the stability varying from an unstable to a completely stable protein simply by changing the order of epitopes. Therefore, we further investigated the properties of more than 40 possible permutations considering the overlaps of the selected epitopes to find the best formulation of this vaccine candidate.

**Antigenicity, Allergenicity, and Toxicity Estimation of the Candidate Multiepitope Vaccine**

The antigenicity of the final protein chimera (Figure 1B) was estimated by the VaxiJen 2.0 server to be 0.5830 with a threshold of 0.4. The ANTIGENpro platform was also utilized to estimate the antigenicity of the final protein. Based on this server, the whole protein (Figure 1B) is predicted as an antigen with a probability of 0.415508. The AllerTOP v.2.0 server indicated that the final protein is predicted as a “nonallergen”...
and the ToxinPred server predicted the final protein as a “nontoxin.”

**Amino Acid Composition, Physicochemical Properties, and Solubility Prediction**

Based on the Protparam database, the final protein chimera comprised 173 amino acids (Figure 1B) with a molecular weight of 19.9 kDa. The pl value was predicted to be 9.57. The half-life was estimated to be 30 hours in mammalian reticulocytes in vitro, more than 20 hours in yeast, and over 10 hours in *E. coli* in vivo. Instability index II was predicted to be 26.45, classifying the protein as stable (an index>40 indicates instability). The aliphatic index was 101.21, indicating high thermostability. The estimated GRAVY value was –0.293. This negative attribute indicates that the protein is hydrophilic and can react with water molecules. Furthermore, based on the PepCalc server, the solubility was predicted to be “good” in water. Based on SOLpro from ANTIGENpro, the protein chimera was expected to be soluble with a probability of 0.765767.

**Secondary Structure Prediction**

The secondary structure of the final protein (Figure 1B) was analyzed by the Prabi server. The final chimeric protein was estimated to include 35.26% alpha helices, 20.81% extended strands, and 43.93% random coils (Figure 2A). The detailed secondary structure predicted by the PSIPRED 4.0 server, including the residues and their configurations, is shown in Figure 2B.

**Molecular Docking of Final Epitopes of the Vaccine With MHC Molecules**

The crystal structures of HLA-DRA-DBR1*01:01 and HLA-DPB1*01:02 were retrieved from the PDB RCSB database (PDB ID: 1AQD and 3LQZ, respectively). The PDB files were edited and cleaned from heteroatoms. PEP-FOLD 2.0 from the RPBS web portal server was used to predict the tertiary structure of 8 epitopes of the vaccine construct individually. Molecular docking was performed on the epitopes and the whole vaccine construct with relevant MHC alleles using the ClusPro 2.0 online server. PyMOL software was used to perform a detailed analysis of the interface of protein-protein interactions (Figure 3). The weighted score of the lowest energy docked complexes are reported in Table 3. The best way to rank the model is according to the cluster size (number of members) [34,35]. The most populated clusters were found in MAYRFNGI-GVTQNYLVE and HLA-DPA1*01:03, DKYFKNHTSPDVDLGD and HLA-DPA1*01:03, CKFDEDDSEPVLKGVKLHYT and HLA-DPA1*01:03, and EIDRLNEVAKNLMILDLQELGKYQY and HLA-DRB1*01:01, with 784, 577, 350, and 261 cluster members, respectively.
Figure 3. Molecular docking analysis. (A) VNSVLLFLAFVVFLLVTLAILTALR epitope (green) and HLA-DPA1*01:03 protein (blue). (B) SFYVYSRVKNLNSRVPDL epitope (yellow) and HLA-DPA1*01:03 protein (blue). (C) MAYRFNGIGVTQNVLYE epitope (red) and HLA-DPA1*01:03 protein (blue). (D) NVSLVKPSFYVYSRVKLNS epitope (dark blue) and HLA-DPA1*01:03 protein (blue). (E) FVSEETGLTVNSVL epitope (pink) and HLA-DPA1*01:03 protein (blue). (F) VNSVLLFLAFVVFLLVTLAILTALR epitope (green) and HLA-DRB1*01:01 protein (light pink). (G) EIDRLNEVAKNLNESLIDLQELGKYQY epitope (light blue) and HLA-DRB1*01:01 protein (light pink). (H) NVSLVKPSFYVYSRVKLNS epitope (dark blue) and HLA-DRB1*01:01 protein (light pink). (I) MAYRFNGIGVTQNVLYE epitope (red) and HLA-DRB1*01:01 protein (light pink). HLA: human leukocyte antigen.

Table 3. Docking results and prediction of the immunity effects of epitopes.

<table>
<thead>
<tr>
<th>Vaccine epitopes</th>
<th>Weighted scores of the complex docked with</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HLA&lt;sup&gt;b&lt;/sup&gt;-DPA1*01:03</td>
</tr>
<tr>
<td>MAYRFNGIGVTQNVLYE</td>
<td>−869.2</td>
</tr>
<tr>
<td>CKFDEDDESEPVLGKVLHYT</td>
<td>−758.7</td>
</tr>
<tr>
<td>DKYFKHNTSPVDLGD</td>
<td>−763.2</td>
</tr>
<tr>
<td>EIDRLNEVAKNLNESLIDLQELGKYQY</td>
<td>−715.4</td>
</tr>
<tr>
<td>SFYVYSRVKLNSRVPDL</td>
<td>−875.5</td>
</tr>
<tr>
<td>FVSEETGLTVNSVL</td>
<td>−798.2</td>
</tr>
<tr>
<td>VNSVLLFLAFVVFLLVTLAILTALR</td>
<td>−1148.3</td>
</tr>
<tr>
<td>NVSLVKPSFYVYSRVKLNS</td>
<td>−852.7</td>
</tr>
</tbody>
</table>

<sup>a</sup>The weighted scores of the lowest energy docked structures were based on the cluster size of the most populated cluster.

<sup>b</sup>HLA: human leukocyte antigen.

<sup>c</sup>IL: interleukin.

<sup>d</sup>IFN: interferon.

<sup>e</sup>−: Unrelated.

<sup>f</sup>+: Related.
Immune Response Simulation

We predicted the IL4, IL10, and IFNγ inducing proteins from the 6 epitopes in the final vaccine construct via IL4pred server, IL10pred server, and IFNepitope server, respectively. The results are shown in Table 3.

The primary and secondary immune responses were stimulated by the C-ImmSim 10.1 server. This server simulated the immune response of vaccine candidates with three injections in the time steps of 1, 84, and 100; each time step is equal to 8 hours. To perform a relative comparison, we created a shuffled sequence of the vaccine candidate as a control protein, and we analyzed the results of the immune response simulation to the injection of the control. This shuffled sequence was employed to evaluate the significance of the vaccine sequence results, because in immune response simulation by this server, the sequence composition of the final epitopes connected via KK linkers is an important consideration. The results of the vaccine injection clearly varied from those of the controls (Figure 4 and Figure 5).

Figure 4. In silico immune response simulation to the injection of the candidate vaccine and control protein by the C-ImmSim 10.1 server. The simulation was performed with three injections in the time steps of 1, 84, and 100; each time step is equal to 8 hours. (A) B-cell population. (B) B-cell population per state. (C) T helper (TH) cell population. (D) TH cell population per state. (E) T cytotoxic (TC) cell population. (F) TC cell population per state. (G) Macrophage (MA) cell population. (H) Natural killer (NK) cell population. (I) Immunoglobulins. (J) Cytokines. (K) Cytokines after the protein control injection. (L) Immunoglobulins following the protein control injection.
the NCBI database. B-cell and HTL epitopes of E protein were associated with hopeful results [12,71-75]. We obtained the SARS- and MERS-CoV, as live attenuated vaccine candidates coronaviruses with mutated E protein, focusing specifically on [12,57-62]. Several studies have examined the potential of Package tool and less toxic regions than in the S protein retention of this protein in seven strains using the BioEdit in 2003 and, more recently, in MERS-CoV, demonstrating the EVs offer a new strategy for the prophylactic and therapeutic use of pathogen-specific immunity [56]. A multiepitope vaccine consisting of a protein series or overlapping proteins has been proposed as an appropriate solution to the prevention and treatment of viral infections [57-62]. The perfect multiepitope vaccine should be engineered to include epitopes that can activate cytotoxic T lymphocytes, T-cells, and B-cells, and trigger successful responses to specific viruses [57]. We here present the in silico design of a potential multiepitope vaccine against the S and E proteins of SARS-CoV-2, which comprises both B-cell and HTL epitopes and can stimulate the immune system responses impressively. Immune interference is less likely to be a concern for multicomponent vaccines against a specific organism. For multitarget vaccinations, a strong response to one immune agent may reduce the otherwise marginal reaction to the second immunogen, and thus render the individual susceptible to infection with the pathogen corresponding to the second immune agent [63]. Since the SARS-CoV-2 S glycoprotein is surface-exposed and facilitates entry into host cells, it is the major priority of neutralizing antibodies against infection and the target of therapeutic and vaccine development [64,65]. S protein is also a primary focus for the design of subunit vaccines for SARS-CoV and Middle East Respiratory Syndrome (MERS)-CoV [66]. S trimers are widely coated with N-linked glycans, which are crucial for efficient folding and for modulating accessibility to host proteases and neutralizing antibodies [65-70]. E protein is conserved in all coronaviruses and covers the entire surface of SARS-CoV-2 (Figure 1A). There are fewer toxic epitopes of E protein than found for S protein. This finding was verified in the literature, in which E protein was explored in SARS-CoV in 2003 and, more recently, in MERS-CoV, demonstrating the retention of this protein in seven strains using the BioEdit Package tool and less toxic regions than in the S protein [12,57-62]. Several studies have examined the potential of coronaviruses with mutated E protein, focusing specifically on SARS- and MERS-CoV, as live attenuated vaccine candidates associated with hopeful results [12,71-75]. We obtained the FASTA sequence of the S and E proteins of SARS-CoV-2 from the NCBI database. B-cell and HTL epitopes of E protein were predicted by different servers, whereas experimentally confirmed epitopes were utilized for S protein. The epitopes were screened based on the three filters of antigenicity, allergenicity, and toxicity. Therefore, we selected only protective epitopes. We merged the overlaps of B-cell and T-cell epitopes and fused them with appropriate flexible linkers. Previous studies reported that KK linkers preserve independent immune responses when they are inserted between epitopes [26] (Figure 1B).

The absence of allergenic properties of the proposed protein chimera further increases its potential as a vaccine candidate [76]. Finally, the whole-protein chimera was analyzed for antigenicity, allergenicity, and toxicity, which was predicted as an antigen [22], nonallergen [20], and nontoxin [25]. The PI was calculated to be 9.57, which shows that the final protein is alkaline. The vaccine protein construct was predicted as “soluble” upon expression in the E. coli host. The structural stability of a vaccine is known to be an essential aspect of its effectiveness, which can ensure the appropriate presentation of antigens and thus efficiently activate the immune system [77,78]. The instability index II of our candidate was calculated to be 26.45, which indicates that this protein is “stable.” Secondary structure analysis predicted that the final protein consists of 35.26% alpha-helices, 20.81% extended strands, and 43.93% random coils. Essential types of “structural antigens” have been identified as natively unfolded protein regions and alpha-helical coil proteins. These two structural types, when examined in synthetic proteins, can fold into their native structure and are therefore recognized by antibodies naturally triggered in response to infection [76,79]. In the context of structural vaccinology, a molecular docking study was needed to predict the binding affinity of epitopes to the crystallized fragment of antibodies or MHC molecules [80,81]. To analyze the affinity of the final multiepitope vaccine to MHC molecules, we performed 16 docking simulations on the 8 epitopes of the final vaccine with MHC class II receptors. The results of docking analyses were notable, demonstrating the high affinity of the final epitopes of the vaccine construct to MHC molecules. The interface of protein-protein interactions was further considered using a visualization tool.

In the next step of designing a multiepitope vaccine, a systems vaccinology approach is beneficial in assessing the human complex immune response at different stages of biological structures [82]. Finally, we utilized an immune simulator server
to predict the primary and secondary responses of the immune system to three injections of the candidate vaccine. From the cytokines simulation plot, we noted an increase in the levels of IL-4 and IFNγ, which is similar to the clinical features of COVID-19 patients reported by Huang et al. [2] (Figure 4J). Appropriate activation of APCs, high production of memory cells due to the extensive activation of B-cells and T-cells, control and clearance of antigens due to the creation of cytokines by the participation of T helper memory cells, and the evident long-term memory persistence after three injections could confirm the efficiency of our candidate vaccine [83].

Finally, we selected one of the multiepitope vaccine candidates with the lowest molecular weight (shortest sequence length), which can potentially result in low-cost manufacturing and shortened production times [84].

**Comparison With Prior Work**

Unlike most of the multiepitope vaccines that have been suggested during the COVID-19 pandemic, we preferred to design a vaccine without built-in adjuvants. Since adjuvants are necessary to increase the dosage efficacy by preventing the rapid degradation of proteins [85], tank-mixed adjuvants can be added to the final formulation. For instance, aluminum salts can be candidate adjuvants as they are used in various viral and bacterial vaccines and would be expected to enhance the antigen stability [86].

Adjuvants are effective in vaccine stability and can contribute to immunization reduction and enhanced antibody responses. Although our suggested vaccine lacks a built-in adjuvant, it demonstrates the same stability and half-life estimation as previously reported candidates. Our vaccine construct also showed roughly the highest AI in comparison with other suggested multiepitope vaccines, along with the highest thermostability [29]. These benefits are only achieved by the careful arrangement of selected epitopes in designing this vaccine construct. This study thus demonstrates the importance of testing various permutations of epitopes in vaccine properties. Finally, discharging our multiepitope vaccine from built-in adjuvants can demonstrate that the immune simulation for two injections (Figure 4) was induced because of the designed vaccine without interference from any nonspecific immunization against the adjuvants.

**Conclusion**

The goal of this research was to suggest a computational method for predicting protective B-cell and T-cell epitopes of the E protein of SARS-CoV-2 accompanied by experimental epitopes of S protein to construct a chimeric protein vaccine candidate against this pandemic disease. The results demonstrated the high affinity of this chimeric protein to MHC molecules of the immune system, and the outputs of immune response simulation to the injection of this novel vaccine confirmed our findings. Thus, this multiepitope vaccine designed against the S and E proteins of SARS-CoV-2 utilizing immunoinformatics methods may be considered a new, safe, and efficient approach against SARS-CoV-2.
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Abstract

Background: Physical activity is emerging as an outcome measure. Accelerometers have become an important tool in monitoring physical behavior, and newer analytical approaches of recognition methods increase the degree of details. Many studies have achieved high performance in the classification of physical behaviors through the use of multiple wearable sensors; however, multiple wearables can be impractical and lower compliance.

Objective: The aim of this study was to develop and validate an algorithm for classifying several daily physical behaviors using a single thigh-mounted accelerometer and a supervised machine-learning scheme.

Methods: We collected training data by adding the behavior classes—running, cycling, stair climbing, wheelchair ambulation, and vehicle driving—to an existing algorithm with the classes of sitting, lying, standing, walking, and transitioning. After combining the training data, we used a random forest learning scheme for model development. We validated the algorithm through a simulated free-living procedure using chest-mounted cameras for establishing the ground truth. Furthermore, we adjusted our algorithm and compared the performance with an existing algorithm based on vector thresholds.

Results: We developed an algorithm to classify 11 physical behaviors relevant for rehabilitation. In the simulated free-living validation, the performance of the algorithm decreased to 57% as an average for the 11 classes (F-measure). After merging classes into sedentary behavior, standing, walking, running, and cycling, the result revealed high performance in comparison to both the ground truth and the existing algorithm.

Conclusions: Using a single thigh-mounted accelerometer, we obtained high classification levels within specific behaviors. The behaviors classified with high levels of performance mostly occur in populations with higher levels of functioning. Further development should aim at describing behaviors within populations with lower levels of functioning.

(Keywords: activity recognition; random forest; acquired brain injury; biometric monitoring; machine learning; physical activity)

(JMIR Bioinform Biotech 2022;3(1):e38512) doi:10.2196/38512
**Introduction**

Physical behavior (PB) includes both physical activity (PA) and inactivity, which are both topics of increasing interest in health care. The health benefits associated with PA are well-established [1], which has resulted in the use of PA as prevention and a part of treatment and rehabilitation [2]. The prescription of PA has evolved within a wide range of diseases with long-term health impacts such as diabetes, cardiovascular diseases, obstructive pulmonary diseases, and rheumatoid arthritis [2-6]. Many such subgroups in our societies will continue to need rehabilitation to promote functional recovery, reduce the risk of comorbidities, and prevent the secondary effects of disease [7,8].

In the field of physical and rehabilitation medicine (PRM), functional outcomes and capabilities are of great interest. Today, the International Classification of Functioning, Disability and Health (ICF) is the conceptual foundation of physical and rehabilitation medicine as a biopsychosocial framework for clinicians, researchers, and policy makers [9]. Rehabilitation interventions often target functional abilities and limitations to promote physical and cognitive functioning, participation, and the modification of personal and environmental factors [9,10]. These functional aims in daily living require measurement properties that can identify such factors in a meaningful way. Outcome measures used in rehabilitation research are often subjective or self-reported measures [11], which are associated with various limitations such as information bias, intrusiveness, and timeliness [12-14], and more objective measures are warranted. The use of wearable technologies offers an objective and complementary insight to subjective measures. The objective classification and quantification of activities such as standing, sitting, wheelchair ambulation, walking, or running can provide information on changes in functional disability. Additionally, it can indicate changes in more holistic measures, referred to as ICF-related items on activity and participation levels, contextual factors, or transport options such as stair climbing, cycling, and vehicle driving. The development of wearable sensor technologies, such as accelerometers, has added the possibility of monitoring PB continuously for longer periods, making it opportune to investigate the changes and habitual patterns of PB [15,16].

The emerging analytical approaches of raw signal processing use pattern recognition to classify functional activities. Threshold-based algorithms have contributed beneficial frameworks with high accuracies [17]. However, machine-learning techniques have proven useful [18], and many studies have achieved high performance in the classification of physical behaviors through the use of multiple wearable sensors [19-22]. Multiple wearables can be impractical and lead to low compliance [23]; it is necessary to investigate classification potentials that only use 1 sensor device [21,22]. Therefore, the purpose of this study was to further develop and validate a machine learning–based algorithm for thigh-mounted accelerometers. We specifically intended to add the following classes of PB to an existing algorithm: running, cycling, stair climbing, wheelchair ambulation, and vehicle driving.

**Methods**

**Design**

This study was a development and validation study in 2 phases. For a study overview, see Figure 1.

The application of our algorithm was aimed at patients undergoing neurorehabilitation, and the training data collected in the development phase of this study were combined with the training data from a previous study [24], collected in a population of both healthy people and patients with acquired brain injury. The following method section only describes the data collected in this study. The validation phase describes the algorithm developed based on the combined training data from both studies. Due to ethical considerations, the algorithm was validated in a new cohort of healthy individuals, and performance was compared to another algorithm based on vector thresholds [17].
Figure 1. Study overview.

Instrumentation

A triaxial accelerometer (AX3; Axivity) was mounted on the dominant leg, on the lateral part of the thigh approximately 10 cm above the apex patella. The x-axis was oriented toward the floor in the standing position, as implied by the downward position of the USB port and stated by the visible written information on the device. The accelerometers were programmed with a sampling frequency at 100 Hz, consistent with the method of Honoré et al [24].

Development Phase

A pragmatic data collection method was applied. A protocol described the positioning, direction, and attachment of the accelerometer. We used 3 taps directly on the accelerometer as a data marker for the start and stop of the recording of behaviors. The participants were asked to perform a minimum of 10 minutes of continuous activity for each PB with the exception of stair climbing. Whenever possible, the behaviors were performed at locations of the participants’ choosing or alternatively, at locations proposed by FS. Instructions were given immediately before each performed behavior, and data were extracted immediately after. Participants contributed the behaviors of convenience and provided information on gender, age, and height (Table 1).

Table 1. Description and characteristics of the participants (N=9) contributing training data. The total amount of training data for all participants and the distribution within each activity are reported.

<table>
<thead>
<tr>
<th>Class</th>
<th>Gender (male, female), n</th>
<th>Age (year), mean (SD)</th>
<th>Height (cm), mean (SD)</th>
<th>Total durationa (h, min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All participants</td>
<td>4, 5</td>
<td>36.1 (13.4)</td>
<td>176.7 (5.7)</td>
<td>21, 27</td>
</tr>
<tr>
<td>Running</td>
<td>4, 2</td>
<td>30.8 (13.0)</td>
<td>179.8 (4.5)</td>
<td>4, 52</td>
</tr>
<tr>
<td>Cycling</td>
<td>4, 2</td>
<td>42.8 (14.6)</td>
<td>179.5 (5.2)</td>
<td>6, 10</td>
</tr>
<tr>
<td>Stair climbing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ascending</td>
<td>3, 2</td>
<td>31.4 (12.6)</td>
<td>178.8 (4.7)</td>
<td>0, 10</td>
</tr>
<tr>
<td>Descending</td>
<td>3, 2</td>
<td>31.4 (12.6)</td>
<td>178.8 (4.7)</td>
<td>0, 9</td>
</tr>
<tr>
<td>Driving</td>
<td>2, 2</td>
<td>40 (16.7)</td>
<td>179.2 (5.3)</td>
<td>5, 53</td>
</tr>
<tr>
<td>Wheelchair ambulation</td>
<td>3, 2</td>
<td>33 (7.7)</td>
<td>176.8 (5.0)</td>
<td>4, 13</td>
</tr>
</tbody>
</table>

aTotal duration describes the total amount of training data.
Data Preprocessing and Learning Scheme

Each activity sequence containing 1 PB was manually identified by the data markers and extracted from the original data file using OMGUI configuration and analysis tool (V43; Open Movement). The raw accelerometer data was processed in a custom-made MATLAB script (R2020b; MathWorks) for the manual label annotation of each sample period of 1 second with a sample overlap of 0.5 seconds. All manual annotation and classification were done by FS. For all accelerometer axes, we extracted the features of 1-second samples. Based on the findings of Yan et al [25], a preselected subset of features was used (Textbox 1). To model baseline PB classifications, we used the nonlinear classifier random forest with default hyperparameters in Weka software (version 3.8.4; University of Waikato) [26,27].

Textbox 1. Features used.

<table>
<thead>
<tr>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean values</td>
</tr>
<tr>
<td>SDs</td>
</tr>
<tr>
<td>Root mean square values</td>
</tr>
<tr>
<td>Maximum number of peaks</td>
</tr>
<tr>
<td>Highest value of axes</td>
</tr>
<tr>
<td>Lowest value of axes</td>
</tr>
<tr>
<td>Number of distinctive points</td>
</tr>
<tr>
<td>Pearson correlation between axes</td>
</tr>
</tbody>
</table>

Validation Phase

The validation phase consisted of a k-fold cross-validation, an external validation, and an algorithm comparison procedure. To evaluate the potential of the algorithm, we initially performed a stratified 10-fold cross-validation on the training data collected from 9 healthy individuals and the data from Honoré et al [24] from 11 healthy individuals and 25 patients, and the subsets were randomly split. In the external validation, 10 healthy individuals who did not contribute to the training data were asked to participate in the external validation protocol. The protocol consisted of a semistandardized session, where the participants were instructed to carry out a protocol of PBs at a self-determined level of pace, duration, and order, in a setup that enabled the performance of all behaviors. Throughout the session, the participants wore an accelerometer on the thigh and a chest-mounted GoPro camera was used to identify the ground truth of the PBs performed. The video recording was time-synchronized with the accelerometer data using ELAN tool (version 6.4; Max Planck Institute for Psycholinguistics) [28] and was then manually labeled by FS as a criterion measure. Data collected through the external validation protocol were then used as a test set and a second-by-second analysis was conducted by testing the performance of the algorithm in the validation data.

The algorithm for comparison was chosen based on previous use by research institutions in the central regions of Jutland, Denmark [29-33]. We compared the performance of the algorithm by Lipperts et al [17] and our algorithm by analyzing the data collected in the external validation protocol with both algorithms. We reported the results on a total time basis compared to the ground truth and through confusion matrices for both algorithms. In accounting for differences in the available classes between the algorithms, we adjusted our algorithm to only include classes comparable to the classes by Lipperts et al [17]. Therefore, we excluded the implemented wheelchair ambulation and vehicle driving classes, and similarly, we excluded the data parts containing wheelchair ambulation and vehicle driving from the validation sessions. To create a fair basis for comparison, we merged the relevant classes, sitting and lying, to account for sedentary behavior. Additionally, we merged walking, stair climbing, and transitioning under the walking class, corresponding to the walking class by Lipperts et al [17].

Statistics

For evaluating the performance of the algorithm, we presented confusion matrices for the developed models. We interchangeably used the term performance to refer to the main evaluation metric: F-measure [34,35]. We calculated the F-measure as the harmonic mean between the positive predictive value and sensitivity [36]. In the algorithm comparison, we reported mean errors in durations as calculated by \([\text{duration}_{\text{Alg}} - \text{duration}_{\text{GT}}] / \text{duration}_{\text{GT}}\), where \(\text{duration}_{\text{Alg}}\) is the total duration of all correctly classified seconds of either algorithm and \(\text{duration}_{\text{GT}}\) is the duration of the ground truth.

Ethical Considerations

The study was conducted in accordance with the Helsinki Declaration of 2008 [37], and the General Data Protection Regulation was followed. This study did not require approval from the regional ethics committee, as noninterventional studies do not need approval by the Region Committee on Biomedical Research Ethics in Denmark. We only recruited healthy participants, and written informed consent was obtained from all participants.
Results

Participants and Training Data
The data gathering and preprocessing resulted in no missing or exclusion of data. In total, 9 healthy participants contributed data for training the algorithm. Participants of various ages, heights, and gender were included. We strived to accumulate >4 hours of running, cycling, driving, and wheelchair ambulation and 10 sessions of ascending and descending stair climbing (Table 1).

K-fold Cross-validation
By combining data from Honoré et al [24] with the training data in this study, the algorithm constituted 11 classes of PBs. The initial evaluation by a stratified 10-fold cross-validation (Table 2) showed strong agreement between the labels and the classifications performed by the algorithm, with an average F-measure of 92.8% for all classified PBs—a performance strong enough to be tested in simulated free-living conditions. The performance in classifying running and cycling showed high agreement by reaching F-measures of 100 and 99.6%, respectively. The classification of stair climbing likewise showed promising results by reaching F-measures of 91.4% and 90.2% for ascending and descending stairs, respectively. In discriminating between the 4 behaviors involving similar inactive lower extremity postures, the algorithm showed an F-measure of 92.7% for sitting and 92.3% for lying, whereas driving and wheelchair ambulation reached 99.4% and 98.9%, respectively. Walking and standing yielded F-measures of 89% and 96.3%, respectively. Transitioning resulted in the lowest F-measure of 72.5%.

Table 2. Confusion matrix from stratified 10-fold cross-validation. Correctly and incorrectly classified seconds of physical behavior by the algorithm (columns) and the ground truth (rows). Seconds overlap by 0.5 second.

<table>
<thead>
<tr>
<th>Ground truth</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sitting</td>
<td>2236</td>
</tr>
<tr>
<td>Transitioning</td>
<td>59</td>
</tr>
<tr>
<td>Walking</td>
<td>0</td>
</tr>
<tr>
<td>Standing</td>
<td>48</td>
</tr>
<tr>
<td>Lying</td>
<td>17</td>
</tr>
<tr>
<td>Ascending stairs</td>
<td>0</td>
</tr>
<tr>
<td>Cycling</td>
<td>0</td>
</tr>
<tr>
<td>Descending stairs</td>
<td>0</td>
</tr>
<tr>
<td>Running</td>
<td>0</td>
</tr>
<tr>
<td>Driving</td>
<td>0</td>
</tr>
<tr>
<td>Wheelchair ambulation</td>
<td>0</td>
</tr>
</tbody>
</table>

External Validation
The external validation protocol resulted in 10 sessions of PB monitoring, which included all the behaviors of interest performed by 10 healthy participants recruited at Hammel Neurorehabilitation Center and University Research Clinic, Denmark. Participant characteristics are described in Table 3. The performance of the algorithm in the validation data showed moderate agreement between the ground truth and the classifications by the algorithm with 57% as the average F-measure for all classifications (Table 4). The performance in classifying running and cycling remained high by reaching 88.7% and 87.1%, respectively. The classification of stair climbing decreased to an F-measure of 44.8% for ascending and 25.5% for descending stair climbing. In discriminating between the 4 behaviors involving inactive lower extremity postures, the algorithm showed an F-measure of 63.7% for sitting, 66.8% for lying, 77.1% for driving, and 31% for wheelchair ambulation. Walking, standing, and transitioning were classified with F-measures of 55%, 67.1%, and 20%, respectively.
Table 3. Characteristics of participants contributing data from the external validation.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants, n</td>
<td>10</td>
</tr>
<tr>
<td>Gender (male, female), n</td>
<td>5.5</td>
</tr>
<tr>
<td>Age (year), mean</td>
<td>43.6</td>
</tr>
<tr>
<td>Height (cm), mean</td>
<td>174.4</td>
</tr>
<tr>
<td>Duration (min, sec), mean</td>
<td>12.58</td>
</tr>
</tbody>
</table>

*Duration describes the average time taken to complete the validation session.

Table 4. Confusion matrix from the external validation. Correctly and incorrectly classified seconds of physical behavior by the algorithm (columns) and the ground truth (rows). Seconds overlap by 0.5 second.

<table>
<thead>
<tr>
<th>Ground truth</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sitting</td>
<td>746 28 15 0 236 2 10 5 0 163 151</td>
</tr>
<tr>
<td>Transitioning</td>
<td>1 131 64 0 10 4 66 14 7 35 30</td>
</tr>
<tr>
<td>Walking</td>
<td>5 253 1178 72 0 60 108 191 89 50 69</td>
</tr>
<tr>
<td>Standing</td>
<td>1 190 118 589 1 31 47 23 16 8 3</td>
</tr>
<tr>
<td>Lying</td>
<td>208 58 4 0 746 0 0 0 0 54 136</td>
</tr>
<tr>
<td>Ascending stairs</td>
<td>0 8 143 29 0 184 40 38 42 0 0</td>
</tr>
<tr>
<td>Descending stairs</td>
<td>0 17 520 26 0 30 7 162 12 0 0</td>
</tr>
<tr>
<td>Running</td>
<td>0 13 28 7 0 4 5 18 1014 0 0</td>
</tr>
<tr>
<td>Driving</td>
<td>23 50 31 0 34 0 4 15 4 3124 542</td>
</tr>
<tr>
<td>Wheelchair ambulation</td>
<td>1 140 52 0 0 4 23 16 2 830 453</td>
</tr>
</tbody>
</table>

Algorithm Comparison

To compare the performance of the 2 algorithms, noncomparable classes were excluded. The validation sessions subsequently averaged 7.21 minutes and included the behaviors lying, sitting, standing, transitioning, walking, stair climbing, running, and cycling. The results of the merged algorithm showed high performance by reaching an averaging F-measure of 85.3% for all classes in the external validation data (Table 5). In comparison, Lipperts et al’s [17] algorithm showed an average F-measure of 81.1% (Table 6). Table 7 shows the mean error by the algorithms for each behavior class across the 10 validation sessions. The results indicated high agreement between the ground truth and both algorithms when classifying sedentary behavior, walking, running, and cycling, whereas both algorithms showed poor performance in classifying standing. The mean error for Lipperts et al’s [17] algorithm varied between 13.6% to 72.8%, consequently overestimating sedentary and standing behavior, and was hardly influenced by not detecting running and cycling in 2 and 1 sessions of validation, respectively. The mean error for our algorithm varied between 7.9% to 41.7%, consequently underestimating all classes.

Table 5. Confusion matrix from the adjusted algorithm in external validation data. Correctly and incorrectly classified seconds of physical behavior by the algorithm (columns) and the ground truth (rows). Seconds overlap by 0.5 second.

<table>
<thead>
<tr>
<th>Ground truth</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sedentary</td>
<td>2046 143 0 11 0</td>
</tr>
<tr>
<td>Walking</td>
<td>10 2381 95 122 95</td>
</tr>
<tr>
<td>Standing</td>
<td>0 359 568 40 16</td>
</tr>
<tr>
<td>Cycling</td>
<td>0 191 6 1631 8</td>
</tr>
<tr>
<td>Running</td>
<td>0 66 7 6 1010</td>
</tr>
</tbody>
</table>
### Table 6. Confusion matrix for Lipperts et al’s [17] algorithm in the external validation data. Correctly and incorrectly classified seconds of physical behavior by the algorithm (columns) and the ground truth (rows). Seconds overlap by 0.5 second.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Ground truth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sedentary</td>
</tr>
<tr>
<td>Sedentary</td>
<td>2124</td>
</tr>
<tr>
<td>Walking</td>
<td>219</td>
</tr>
<tr>
<td>Standing</td>
<td>28</td>
</tr>
<tr>
<td>Cycling</td>
<td>0</td>
</tr>
<tr>
<td>Running</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 7. Mean error, SD, and range of output duration parameters for analyzing the external validation data by the 2 algorithms. We calculated the mean error, SD, and minimum and maximum error percentage across the 10 validation sessions within each activity class.

<table>
<thead>
<tr>
<th>Algorithm, parameter</th>
<th>Activities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sedentary</td>
</tr>
<tr>
<td>Lipperts et al [17]</td>
<td>13.6</td>
</tr>
<tr>
<td>Mean error (%)</td>
<td>7.2</td>
</tr>
<tr>
<td>SD (%)</td>
<td>6.4</td>
</tr>
<tr>
<td>Minimum error (%)</td>
<td>28.6</td>
</tr>
<tr>
<td>Maximum error (%)</td>
<td>7.9</td>
</tr>
<tr>
<td>Skovbjerg et al</td>
<td>4</td>
</tr>
<tr>
<td>Mean error (%)</td>
<td>2.4</td>
</tr>
<tr>
<td>SD (%)</td>
<td>13.9</td>
</tr>
<tr>
<td>Minimum error (%)</td>
<td>4</td>
</tr>
<tr>
<td>Maximum error (%)</td>
<td>2.4</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

We developed an algorithm to classify 11 PBs related to daily living in rehabilitation. The cross-validation demonstrated high performance (93%), and the validation of the algorithm in a free-living setting was reasonable. The algorithm showed moderate performance (57%) when applied to simulated free-living data. The algorithm performed well in classifying cycling and running, whereas an acceptable level of performance was found in classifying driving. In classifying the remaining behaviors, the algorithm showed low to moderate performance ranging from 20% to 67%. In comparison to a validated algorithm by Lipperts et al [17], our adjusted algorithm showed equally strong performance and high agreement with ground truth annotations after merging relevant classes. The significant performance decrease between cross-validation and external validation may be explained by the fact that in the cross-validation, different samples from the same individual were included in both training and test splits. In the external validation, the individuals and their specific motion pattern were not included in the training data.

#### Discriminating Rehabilitation Relevant Physical Behaviors

The behaviors classifiable by the algorithm were based on the rationale and aims of rehabilitation. Our results showed lower performance in discriminating behaviors performed in sitting postures, which can be explained by their similar body positioning and behavioral characteristics. Although discriminating these behaviors is important when considering activity and participation from an ICF perspective, the differences within sitting, wheelchair ambulation, and driving might be clinically irrelevant from a perspective of monitoring PA and energy expenditure at a body function and anatomy level. In a visual inspection of accelerometer data, signals from the 3 behaviors revealed only insignificant differences. Likewise, the algorithm had difficulties discriminating between the PBs by the accessible features. Overall, the algorithm performed better in discriminating behaviors with larger variations in body position and movement trajectories, mostly occurring in patients with higher levels of functioning.

#### Comparison to Existing Literature

Pavey et al [38] achieved a 93% overall accuracy for classifying the PBs—sedentary, stationary, walking, and running—using a wrist-worn accelerometer with the random forest classifier in laboratory settings among 21 healthy participants, evaluated using leave-one-subject-out cross-validation. A back validation in free-living using actiVPAL as a reference standard for...
stepping versus nonstepping showed high agreement. Alber et al [39] used a waist-worn accelerometer for classifying lying, standing, sitting, walking, wheelchair ambulation, and stair climbing among 13 subjects with incomplete spinal cord injury, using a support vector machine (SVM) classifier. Their laboratory-based algorithm decreased from 92% to 55% when tested on home-based data, whereas their home-based algorithm reached 86%, evaluated using within-subject cross-validation.

When focusing on single thigh-mounted accelerometry, Awais et al [20] reached a mean F-measure ranging from 68% to 76% with different combinations of features, using SVM classifier in identifying sitting, lying, and walking among 20 older people in free-living conditions evaluated using leave-one-subject-out cross-validation. Likewise, Tang et al [22] investigated the number of sensors and found a mean F-measure of 76% using a single thigh-worn accelerometer and SVM classifier in identifying sitting, lying, and standing among 42 healthy participants in semistandardized laboratory settings, evaluated using leave-one-subject-out cross-validation. In comparison to Tang et al [22] and Awais et al [20], we reached an F-measure of 57%, evaluated using simulated free-living conditions with 11 classes of PB. For the abovementioned studies, they all use fewer classes of activities, which expectedly will increase the performance of an algorithm and might explain why our algorithm does not reach their level. As indicated in the algorithm comparison, the level of performance required for valid estimation can be obtained by merging relevant classes. It will compromise the degree of details but simultaneously add the possibility of adjusting the measures of PB in relation to the aims.

**Algorithm for Patients With Acquired Brain Injury**

Our algorithm was aimed at patients undergoing neurorehabilitation. Classifying behaviors within subgroups potentially exposed to characteristic movement patterns, the behavior classes—sitting, lying, standing, walking, and transitioning—were partly based on training data from the population of interest [24]. Some specific PBs or movement patterns such as transitioning and walking may be more influenced by disease-specific characteristics than others. Similarly, some PBs can be less prone to disease-specific characteristics depending on functional level or disease severity. Using healthy individuals for training the algorithm relies on the rationale that a higher functional level is required to perform PB, such as running, and hence is associated with a movement pattern comparable to movement patterns in healthy individuals. Adversely, PBs, such as wheelchair ambulation, may be independent of specific movement characteristics. In principle, the training data should be gathered in the target population to capture complex movements influenced by disabilities, although it can be argued that activities less prone to disease-specific characteristics can be gathered in healthy populations due to ethical considerations.

**Limitations**

The training data for this study was collected in a setup similar to a laboratory setting. Although the PBs were performed in a free-living setting, only 1 PB was recorded in each session, and therefore, the composition of PBs in free-living was not reflected in the training data. Our training data were probably influenced by a severe class imbalance between the newly gathered classes and the classes gathered in Honoré et al [24], which might have affected the performance of the algorithm in the validation data. Less available training data decrease the performance by reducing the ability of a classifier to generalize patterns not seen before. Balancing minority classes through supplementary data gathering might be advantageous in future work. We did not include a free-living validation but designed a semistandardized session aimed at simulating free-living. All validation sessions were conducted in the same environment—they only lasted 10-20 minutes, and the participants were enforced to perform PBs corresponding to the classes of the algorithm. Variation between sessions consisted of the order and duration of the behaviors. We used video recordings as a criterion measure for labeling accelerometer signals and further merged annotation definitions with Honoré et al [24] to align the labeling protocol, thus the ground truth labeling was only performed by FS and the reliability was not evaluated. The algorithm comparison procedure might have been influenced by differences in annotation definitions, leading to an underestimation of the performance by Lipperts et al’s [17] algorithm. Likewise, the cropping procedure have introduced minor differences in the data analyzed by each algorithm.

**Clinical Implications**

The algorithm comparison revealed that our merged algorithm, constituting 5 classes, reached an acceptable level of agreement with both the algorithm of Lipperts et al [17] and the ground truth. However, the 11-class algorithm did not show acceptable levels of performance within all classes, indicating that the number of behavior classes and similarities between classes may influence the obtainable level of performance. To monitor physical behavior within various functional levels of patients undergoing neurorehabilitation, further research and changes in the monitor setup are required to attain the desired levels, especially within wheelchair ambulation. Furthermore, this study provided an external validation performed in a simulated free-living setting, which constitutes an estimate of the algorithm’s performance in clinical settings.

**Conclusion**

We developed an algorithm for classifying rehabilitation-relevant physical behaviors. We successfully added the classes of running and cycling, which were classified with high performance in a simulated free-living setting. Furthermore, we added stair climbing, wheelchair ambulation, and vehicle driving, which showed high performance in the 10-fold cross-validation on training data, but low to moderate performance in the free-living setting for new individuals. Increasing the implications for rehabilitation use might be done by focusing on the performance in classifying behaviors within populations with lower levels of functioning and within transport ambulation and the use of assistive devices.
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Abstract

Background: Venous thromboembolism (VTE) is a preventable, common vascular disease that has been estimated to affect up to 900,000 people per year. It has been associated with risk factors such as recent surgery, cancer, and hospitalization. VTE surveillance for patient management and safety can be improved via natural language processing (NLP). NLP tools have the ability to access electronic medical records, identify patients that meet the VTE case definition, and subsequently enter the relevant information into a database for hospital review.

Objective: We aimed to evaluate the performance of a VTE identification model of IDEAL-X (Information and Data Extraction Using Adaptive Learning; Emory University)—an NLP tool—in automatically classifying cases of VTE by “reading” unstructured text from diagnostic imaging records collected from 2012 to 2014.

Methods: After accessing imaging records from pilot surveillance systems for VTE from Duke University and the University of Oklahoma Health Sciences Center (OUHSC), we used a VTE identification model of IDEAL-X to classify cases of VTE that had previously been manually classified. Experts reviewed the technicians’ comments in each record to determine if a VTE event occurred. The performance measures calculated (with 95% CIs) were accuracy, sensitivity, specificity, and positive and negative predictive values. Chi-square tests of homogeneity were conducted to evaluate differences in performance measures by site, using a significance level of .05.

Results: The VTE model of IDEAL-X “read” 1591 records from Duke University and 1487 records from the OUHSC, for a total of 3078 records. The combined performance measures were 93.7% accuracy (95% CI 93.7%-93.8%), 96.3% sensitivity (95% CI 96.2%-96.4%), 92% specificity (95% CI 91.9%-92%), an 89.1% positive predictive value (95% CI 89%-89.2%), and a 97.3% negative predictive value (95% CI 97.3%-97.4%). The sensitivity was higher at Duke University (97.9%, 95% CI 97.8%-98%) than at the OUHSC (93.3%, 95% CI 93.1%-93.4%; P<.001), but the specificity was higher at the OUHSC (95.9%, 95% CI 95.8%-96%) than at Duke University (86.5%, 95% CI 86.4%-86.7%; P<.001).

Conclusions: The VTE model of IDEAL-X accurately classified cases of VTE from the pilot surveillance systems of two separate health systems in Durham, North Carolina, and Oklahoma City, Oklahoma. NLP is a promising tool for the design and implementation of an automated, cost-effective national surveillance system for VTE. Conducting public health surveillance at
a national scale is important for measuring disease burden and the impact of prevention measures. We recommend additional studies to identify how integrating IDEAL-X in a medical record system could further automate the surveillance process.

(JMIR Bioinform Biotech 2022;3(1):e36877) doi:10.2196/36877
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Introduction
Venous thromboembolism (VTE), which includes both deep vein thrombosis (DVT) and pulmonary embolism, is a common yet preventable vascular disease. The disease burden of VTE could be decreased through a coordinated approach to risk assessment, prophylaxis, and treatment [1]. In the United States, 36% to >50% of VTEs are associated with recent hospitalization or surgery and are considered hospital-associated VTEs [2-5]; therefore, hospital systems have the potential to facilitate effective VTE surveillance.

Conducting traditional VTE surveillance by using either active or passive methods is challenging because International Classification of Diseases codes for identifying VTE have been shown to have moderate sensitivity and positive predictive value [6-8], the manual review of medical records is labor intensive, and data entry is subject to human error. In the United States, the majority of newly generated clinical data are stored and analyzed digitally, typically in the form of an electronic medical record (EMR). As of 2017, EMRs are being used by 96% of nonfederal acute care hospitals [9], and EMR use has more than doubled since 2008 [10].

Despite years of progress in developing new database and file formats for medical record keeping, the majority of medical data are stored as unstructured text [3]. Unstructured text is a rich source of data for clinical and translational research [4]. Natural language processing (NLP) tools can be used to overcome the challenges of traditional VTE surveillance, as they can access the critical unstructured text from diagnostic imaging reports (eg, ultrasound and computed tomography [CT] angiography reports) [11], identify patients who meet the VTE case definition, and enter the relevant information into a surveillance database in an efficient amount of time [11-14].

Some of the key features involved with the use of NLP include preprocessing [7], syntactic processing, and concept and named entity recognition [6]. Preprocessing allows an algorithm to remove formatting (including carriage returns and other white-space characters) and then output a single “clean” string of text (free of markup or control characters pertaining to its original source) for later steps. Syntactic processing refers to understanding word order (eg, the subject-verb-object relationship) and references to vague nouns and pronouns, such as it. As a result, the algorithm is able to connect elements of complex or coordinated phrases. For example, in the sentence There is no evidence of a filling defect in the right pulmonary artery, the keywords that the algorithm needs to detect are no, filling defect, and pulmonary artery. Finally, concept and named entity recognition refer to the ability to identify variations in spelling or wording that relate to a single concept, such as the different ways clinicians may refer to, spell, or misspell venous thromboembolism. Linking different textual surface realizations (eg, thrombus, embolism, and pulmonary embolism) to a single conceptual entity (venous thromboembolism) facilitates classification and decreases the total number of parameters that need to be estimated in the model training stage.

Although the field of NLP is immense, with an ever-growing range of features and capabilities, the application of NLP in VTE surveillance is narrow. A specific software—IDEAL-X (Information and Data Extraction using Adaptive Learning; Emory University)—was used in a previous study to identify VTE by using the unstructured text from imaging records [14].

IDEAL-X leverages machine learning–based approaches to customize fine-tuned NLP models for various use cases. It analyzes domain-specific terminology and related linguistic features to determine a medical event. The IDEAL-X NLP tool has been applied to different use cases, and its applicability to VTE event identification has been proven by an Emory University pilot study [14]. When the IDEAL-X VTE identification model’s performance in the prefiltersing of VTE records was tested in its native clinical setting, it demonstrated a sensitivity of ≥97.2% and a specificity of ≥99.3% [14]. However, since the NLP model was trained based on the records from an individual site, the prefiltersing (eg, the identification of cases based on the type and severity of patients) and certain external factors (eg, speech patterns and word choices that are common to a certain clinic or geographic region) may have affected the performance of the NLP tool. Therefore, independent validation is required.

In order to evaluate the robustness and adaptability of our VTE identification model, which we developed based on the machine learning–based NLP tool IDEAL-X, and to determine how the differences among clinical settings can affect its performance (as a proof of concept for applying NLP to national VTE surveillance), we evaluated the accuracy of the VTE model in two independent health care settings—one in Durham, North Carolina, and another in Oklahoma City, Oklahoma.

Methods

Study Design
Duke University and the University of Oklahoma Health Sciences Center (OUHSC) collaborated with the Centers for Disease Control and Prevention to establish pilot surveillance systems for VTE [15,16]. The surveillance period (ie, for data collection) for both systems ranged from April 1, 2012, to March 31, 2014 (24 months). We used data from both surveillance systems for this study and evaluation. Members of each
surveillance team served as the gold standard, manually reviewing imaging records and classifying them according to case status. Two investigators from the Duke University study team (IS and TO) and three investigators from the OUHSC study team (AW, NF, and GR) reviewed each record and classified them as positive or negative imaging reports of a DVT or pulmonary embolism. Subsequently, these records were “read” by IDEAL-X, which independently classified them according to case status. We evaluated the performance of the VTE model by comparing the case status results to the gold standard (manual review) findings. Site-specific details are described in the Participants and Procedures section, and the data collection and case classification methods are summarized in Figure 1.

Figure 1. Flowchart of information collection and analysis at Duke University and the University of Oklahoma Health Sciences Center. CTA: computed tomography angiography; DVT: deep vein thrombosis; IDEAL-X: Information and Data Extraction Using Adaptive Learning; MS: Microsoft; PE: pulmonary embolism; PHI: personal health information; US: ultrasound; V/Q: ventilation/perfusion.

**Ethical Considerations**

This study was reviewed by the Duke University Institutional Review Board and the OUHSC Institutional Review Board. Both entities determined that this study did not include research on human subjects and was therefore exempt from institutional review board approval.

**Participants and Procedures**

**Duke University**

The investigators at Duke University used the data set generated from the VTE surveillance program at three hospitals in Durham County, North Carolina (Duke University Hospital, Duke Regional Hospital, and the Durham Veterans Affairs Medical Center). The data set included all 818 unique records that were independently positive for the diagnosis of acute DVT, pulmonary embolism, or both (meeting the surveillance system’s case definition). To identify a total of 773 unique negative imaging records, the investigators reviewed (1) the negative imaging records from the same cohort of patients who also had a positive imaging study (eg, a negative lower extremity ultrasound from a patient with a positive CT angiogram) and (2) the negative imaging records from patients who were identified through the VTE surveillance program but were determined via the manual evaluation of the records to not have DVT or pulmonary embolism. The Duke University team manually extracted the findings and conclusions or the Impression sections from each imaging report to Microsoft Excel, regardless of the terminology or the contextual information. The team excluded additional text that described patient-specific information, the indication for the imaging study, and the type of imaging study used, as well as signature lines.
The radiographic imaging records included in the Duke University data set consisted of (1) ultrasound images of upper extremities, (2) ultrasound images of lower extremities, (3) CT angiography scans of the chest, and (4) ventilation-perfusion scans.

**The OUHSC**

The investigators at the OUHSC requested all of the imaging records from CT angiograms and compression ultrasounds, regardless of indication, from INTEGRIS Baptist Medical Center and INTEGRIS Southwest Medical Center. To our knowledge, the records were randomly selected and were representative of the patient population. This resulted in a data set with 1487 unique patients. The OUHSC team converted the PDF imaging records (ultrasound and CT records) to plain text format. We then used a search algorithm that was customized to the formatting conventions of the records to automatically locate and demarcate the Impressions and Findings sections. For each patient, these sections were extracted; cleaned of miscellaneous punctuation, white-space, and formatting characters; and converted into a text field for entry into the IDEAL-X package. Additional text processing was conducted to categorize records according to imaging type. All automated text processing at the OUHSC study site was performed by using Python v3.7.

**The IDEAL-X Tool**

The VTE identification model of IDEAL-X that we used in this analysis had been used in a previous study at Emory University [14]. In that study, IDEAL-X was used to analyze the radiology reports from the Emory University Orthopedic and Spine Hospital, which were dated from February 1, 2009, to December 9, 2014. The imaging reports included interpretations from ultrasound images of the lower and upper extremities, CT scans of the chest with contrast, and magnetic resonance images of the chest [14]. We applied the VTE identification model developed by the Emory project to our data sets as part of this study, without the further calibration or retraining of the model.

Both study sites (Duke University and the OUHSC) converted their data into the format required by IDEAL-X, which consisted of a Microsoft Excel spreadsheet containing the following four columns for data entry: the ID, Text, Manual, and System columns. The ID column contained a deidentified record ID that was computed from the PDF image file name by using a cryptographically secure hash function. The Text column contained the unstructured text that was extracted from the imaging reports after preprocessing. The Manual column contained the gold standard diagnosis for comparison with IDEAL-X results. The System column, per the IDEAL-X specification, was left blank and then populated with the automated classification after processing.

Additional aggregate outputs from IDEAL-X included the total number of records, the sensitivity, the specificity, the number of true and false positives, and the number of true and false negatives. Further, 95% CIs were calculated by using the Clopper-Pearson method for binomially distributed data [17]. Chi-square tests of homogeneity were conducted to evaluate differences in performance measures by site, using a significance level of .05. We conducted a post hoc analysis of the false-positive results, in which each coauthor reviewed the text of every false-positive and false-negative result and assigned it to one of the following categories: no evidence for thrombosis, superficial vein thrombosis, chronic or residual vein thrombosis, and indeterminate.

**Results**

Duke University collected a total of 1591 imaging records (ultrasound images of upper extremities: n=223; ultrasound images of lower extremities: n=729; CT angiography scans of the chest: n=527; ventilation-perfusion scans: n=112). The OUHSC collected a total of 1487 imaging records (compression ultrasound images: n=1333; CT angiography scans of the chest: n=149; ventilation-perfusion scans: n=5). This provided our team with a combined total of 3078 records to be evaluated by IDEAL-X. The number of imaging records that IDEAL-X included or excluded (per the case definition for VTE) and the number of records that were manually reviewed are presented in Table 1 (the combined numbers and the numbers stratified by sites are shown). When both sites were aggregated, there were 1204 true-positive cases, 147 false-positive records, 1681 true-negative records, and 46 false-negative cases. The performance measures of the system are summarized in Table 2. Overall, the VTE model of IDEAL-X achieved over 90% accuracy (93.7%), sensitivity (96.3%), and specificity (92%).

When stratified by site, we found statistically significant differences in the performance measures between Duke University and the OUHSC. The sensitivity was significantly higher at Duke University (P<.001), while specificity was significantly higher at the OUHSC (P<.001). To further investigate differences in specificity, we identified the total number of false-positive results (147/1351, 10.9%). The reasons for the false-positive results are summarized in Table 3. The distribution varied between the two sites, and the categorical reason for false-positive results at Duke University was related to text indicating “there was no evidence for thrombosis” (104/104, 100%). Further, 38 of the 104 (36.5%) false-positive results at Duke University were from reports on ventilation-perfusion scans—an imaging modality that had not been included in the machine learning phase of the VTE identification model of IDEAL-X. The remaining errors occurred with the diagnostic imaging modalities that were previously used with the model (compression ultrasound and CT angiography), and many of the errors in the corresponding imaging reports were due to incorrect line breaks in the original text, which caused the algorithm to interpret the text incorrectly. In contrast, at the OUHSC, the most common reason for a false-positive result was text stating “a blood clot in a superficial vein” (25/43, 58.1%). The 38 false-positive results at Duke University from ventilation-perfusion scans represented 79.2% (38/48) of all ventilation-perfusion scans that were manually interpreted as negative at Duke University. In contrast, 20 of the 104 (19.2%) false-positive results at Duke University were from CT angiograms, but these represented only 8.1% (20/248) of all CT angiograms that were manually interpreted as negative at Duke University.
Table 1. The distribution of imaging records that the IDEAL-X (Information and Data Extraction Using Adaptive Learning) system identified as meeting the case definition for venous thromboembolism compared to the distribution of those identified via manual review (the gold standard). The combined distributions and the distributions stratified by surveillance site are shown.

<table>
<thead>
<tr>
<th>Case classification</th>
<th>Classification via manual review</th>
<th>Duke University</th>
<th>The OUHSC&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Case, n</td>
<td>Noncase, n</td>
<td>Total classifications, N</td>
</tr>
<tr>
<td>Overall classification&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case identified by IDEAL-X</td>
<td>1204</td>
<td>147</td>
<td>1351</td>
</tr>
<tr>
<td>Noncase identified by IDEAL-X</td>
<td>46</td>
<td>1681</td>
<td>1727</td>
</tr>
<tr>
<td>Total classifications by IDEAL-X</td>
<td>1250</td>
<td>1828</td>
<td>3078</td>
</tr>
<tr>
<td>Classification from compression ultrasound records</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case identified by IDEAL-X</td>
<td>736</td>
<td>85</td>
<td>821</td>
</tr>
<tr>
<td>Noncase identified by IDEAL-X</td>
<td>28</td>
<td>1436</td>
<td>1464</td>
</tr>
<tr>
<td>Total classifications by IDEAL-X</td>
<td>764</td>
<td>1521</td>
<td>2285</td>
</tr>
<tr>
<td>Classification from chest computed tomography angiogram records</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case identified by IDEAL-X</td>
<td>403</td>
<td>24</td>
<td>427</td>
</tr>
<tr>
<td>Noncase identified by IDEAL-X</td>
<td>15</td>
<td>234</td>
<td>249</td>
</tr>
<tr>
<td>Total classifications by IDEAL-X</td>
<td>418</td>
<td>258</td>
<td>676</td>
</tr>
<tr>
<td>Classification from ventilation-perfusion scan records</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case identified by IDEAL-X</td>
<td>65</td>
<td>38</td>
<td>103</td>
</tr>
<tr>
<td>Noncase identified by IDEAL-X</td>
<td>3</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>Total classifications by IDEAL-X</td>
<td>68</td>
<td>49</td>
<td>117</td>
</tr>
</tbody>
</table>

<sup>a</sup>OUHSC: University of Oklahoma Health Sciences Center.

<sup>b</sup>Includes 112 ventilation-perfusion scans from Duke University and 5 ventilation-perfusion scans from the University of Oklahoma Health Sciences Center.
Table 2. The performance of the IDEAL-X (Information and Data Extraction Using Adaptive Learning) system by surveillance site.

<table>
<thead>
<tr>
<th>Performance measure</th>
<th>Combined performance, % (95% CI)</th>
<th>Performance at Duke University, % (95% CI)</th>
<th>Performance at the OUHSC(^a), % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall classification</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>93.7 (93.7-93.8)</td>
<td>92.4 (92.3-92.5)</td>
<td>95.2 (95.1-95.2)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>96.3 (96.2-96.4)</td>
<td>97.9 (97.8-98)</td>
<td>93.3 (93.1-93.4)</td>
</tr>
<tr>
<td>Specificity</td>
<td>92 (91.9-92)</td>
<td>86.5 (86.4-86.7)</td>
<td>95.9 (95.8-96)</td>
</tr>
<tr>
<td>PPV(^b)</td>
<td>89.1 (89-89.2)</td>
<td>88.5 (88.4-88.6)</td>
<td>90.4 (90.1-90.5)</td>
</tr>
<tr>
<td>NPV(^c)</td>
<td>97.3 (97.3-97.4)</td>
<td>97.5 (97.4-97.6)</td>
<td>97.2 (97.1-97.3)</td>
</tr>
<tr>
<td>Classification from compression ultrasound records</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>95.1 (95-95.1)</td>
<td>94.1 (94-94.2)</td>
<td>95.7 (95.6-95.8)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>96.3 (96.2-96.4)</td>
<td>97.9 (97.7-98)</td>
<td>93.8 (93.5-94)</td>
</tr>
<tr>
<td>Specificity</td>
<td>94.4 (94.3-94.5)</td>
<td>90.4 (90.1-90.5)</td>
<td>96.3 (96.2-96.3)</td>
</tr>
<tr>
<td>PPV</td>
<td>89.7 (89.5-89.8)</td>
<td>91 (90.8-91.1)</td>
<td>87.4 (87.1-87.7)</td>
</tr>
<tr>
<td>NPV</td>
<td>98.1 (98-98.1)</td>
<td>97.7 (97.5-97.9)</td>
<td>98.2 (98.1-98.3)</td>
</tr>
<tr>
<td>Classification from chest computed tomography angiogram records</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>94.2 (94.1-94.3)</td>
<td>95.3 (95.1-95.4)</td>
<td>90.6 (90-91)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>96.3 (96.2-96.5)</td>
<td>98.2 (97.9-98.4)</td>
<td>92.8 (92.2-93.2)</td>
</tr>
<tr>
<td>Specificity</td>
<td>90.7 (90.3-91)</td>
<td>91.9 (91.6-92.2)</td>
<td>60 (53.9-65.4)</td>
</tr>
<tr>
<td>PPV</td>
<td>94.4 (94.2-94.5)</td>
<td>93.2 (92.9-93.4)</td>
<td>97 (96.4-97.3)</td>
</tr>
<tr>
<td>NPV</td>
<td>94 (93.6-94.2)</td>
<td>97.9 (97.5-98.1)</td>
<td>37.5 (34-41.6)</td>
</tr>
<tr>
<td>Classification from ventilation-perfusion scan records</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>65 (64.2-65.6)</td>
<td>64.3 (63.5-65)</td>
<td>80 (67.4-87.9)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>95.6 (94.5-96.2)</td>
<td>96.9 (95.7-97.5)</td>
<td>75 (60-85.1)</td>
</tr>
<tr>
<td>Specificity</td>
<td>22.5 (21.3-24)</td>
<td>20.8 (19.7-22.4)</td>
<td>100 (47.5-100)</td>
</tr>
<tr>
<td>PPV</td>
<td>63.1 (62.3-63.8)</td>
<td>62 (61.2-62.8)</td>
<td>100 (78-100)</td>
</tr>
<tr>
<td>NPV</td>
<td>78.6 (73.7-82)</td>
<td>83.3 (77.6-87)</td>
<td>50 (27.5-72.5)</td>
</tr>
</tbody>
</table>

\(^a\)OUHSC: University of Oklahoma Health Sciences Center.

\(^b\)PPV: positive predictive value.

\(^c\)NPV: negative predictive value.

We also reviewed the false-negative results and summarized the findings in Table 3. Some of the potential reasons why IDEAL-X misclassified records could have been that (1) our manual reviewers had a lower threshold for investigating possible cases, such as classifying imaging records indicative of chronic VTE, a partially occluded blood vessel, or a diagnosis of thrombophlebitis as preliminary cases of VTE that would be further investigated and potentially ruled out upon further examination; (2) if the text indicated both evidence for a thrombus in one section and no evidence in another section, IDEAL-X deferred to the section indicating no evidence; and (3) IDEAL-X did not recognize certain misspellings or symbols. However, for 18 of the 46 (39.1%) false-negative cases, it is unclear why IDEAL-X misclassified the records. Of the 6 misclassified results at Duke University, 2 (33%) were from ventilation-perfusion scans.
Table 3. Reasons for discordant records.

<table>
<thead>
<tr>
<th>Reasons in text</th>
<th>Duke University records, n (%)</th>
<th>OUHSCa records, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>False-positive records</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No evidence for thrombosis</td>
<td>104 (100)</td>
<td>4 (9.3)</td>
</tr>
<tr>
<td>Superficial vein thrombosis</td>
<td>0 (0)</td>
<td>25 (58.1)</td>
</tr>
<tr>
<td>Chronic or residual deep vein thrombosis</td>
<td>0 (0)</td>
<td>13 (30.2)</td>
</tr>
<tr>
<td>Indeterminate</td>
<td>0 (0)</td>
<td>1 (2.3)</td>
</tr>
<tr>
<td>Subtotal</td>
<td>104 (100)</td>
<td>43 (100)</td>
</tr>
<tr>
<td>False-negative records</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inclusion of questionable cases as “positive”</td>
<td>2 (11.8)</td>
<td>9 (31)</td>
</tr>
<tr>
<td>Positive and negative results in same report</td>
<td>2 (11.8)</td>
<td>6 (20.7)</td>
</tr>
<tr>
<td>Unrecognized text or symbols, misspellings</td>
<td>7 (41.2)</td>
<td>2 (6.9)</td>
</tr>
<tr>
<td>Positive report misclassified</td>
<td>6 (35.3)</td>
<td>12 (41.4)</td>
</tr>
<tr>
<td>Subtotal</td>
<td>17 (100)</td>
<td>29 (100)</td>
</tr>
</tbody>
</table>

aOUHSC: University of Oklahoma Health Sciences Center.

Discussion

Principal Findings

This study suggests that IDEAL-X is an accurate NLP tool that can be used to identify cases of VTE. This system will likely improve the efficiency of VTE surveillance by automating the identification of VTE cases via accessing information from imaging records—the most reliable data source for VTE diagnosis. Our study results contribute to those published by Dantes et al [14] by broadening the scope of use from a specialty orthopedic hospital and demonstrating IDEAL-X’s utility and accuracy in general hospital settings within two different states with radiologists who used somewhat different language, word, and phrase patterns when interpreting imaging studies. In order to examine the robustness of the IDEAL-X VTE model, no additional training was applied subsequent to its configuration by researchers at Emory University [14]. Therefore, this study more fully explores the effect of how differences in hospital systems impact the VTE model’s performance.

The performance of such an NLP model was impacted by the imaging modality used. The specificity and positive predictive value for ventilation-perfusion scans, of which 95.7% (112/117) were collected from the Duke University system, were low. The specificity and negative predictive value of chest CT angiograms from the OUHSC were low. These values were likely impacted because we did not receive the requested sample (as demonstrated by only having 10 records from noncases). This resulted in a case prevalence of 93.2% (139/149), which is not representative of the prevalence of pulmonary embolism in the participating health system.

A particular advantage of using NLP to classify cases is the time required for IDEAL-X to classify the records according to case status. The preprocessing time for the OUHSC records (N=1487) was approximately 5 minutes, and the postprocessing time was <1 minute. In contrast, it takes approximately 1 minute per imaging study for a surveillance officer to read the text and classify it according to case status, which translates into potentially 52.5 person-hours for classifying the records used in this study. The time savings become increasingly meaningful when considering implementing surveillance across many facilities for a continuous time frame.

Comparison With Prior Work

IDEAL-X is relatively simple compared to other common NLP tools, including cTAKES (Clinical Text Analysis Knowledge Extraction System), MetaMap, MedLEE (Medical Language Extraction and Encoding System), GATE (General Architecture for Text Engineering), NLTK (Natural Language Toolkit), and OpenNLP. Given that surveillance systems for VTE that use NLP are in a nascent stage of design and implementation, we have not yet included advanced features, such as coreference resolution, relation extraction, and semantic processing. However, these features may be warranted if additional detail is needed to identify physicians’ affiliations and organizations’ locations or to understand text that is as long as a paragraph (as opposed to 1-2 sentences).

In addition to being used in VTE case identification, IDEAL-X has also been used to extract treatment and prognosis information for patients with non–small cell cancer who are undergoing radiotherapy [18]; cardiac catheterization procedure reports; coronary angiography reports; and reports that contain unstructured text from medical histories, physicals, and hospital discharge summaries [19]. These studies report promising preliminary findings, showing precision values, sensitivity values, and F scores of 83% or greater.

Other NLP algorithms have been developed and used to identify cases of VTE. Hinz et al [20] developed an algorithm that reported a positive predictive value of 84.7%, a sensitivity of 95.3%, and an F score of 0.897. Gálvez et al [21] developed an NLP tool—Reveal NLP—that identified VTE cases in a pediatric population. The reported sensitivity was 97.2%, and the specificity was 92.5%. Although these previous studies used tools that they had developed, our study implemented IDEAL-X.
in institutions with no connection to the software’s development, providing additional insight into the usefulness and accuracy of the NLP tool.

Limitations
A primary limitation of IDEAL-X is the lack of integration into an EMR system; IDEAL-X requires personnel to manually pull imaging records—a rate-limiting step. Another limitation is the forced binary options of case and not a case, such that indeterminate was not an option. The observed different distributions of categories of false-positive results by site were attributed to differences in the way records were requested or pulled at each site. Imaging studies from patients with superficial vein thrombosis and chronic or residual DVT were not included in the data set at Duke University. Enabling fast and convenient customization to support various event determination criteria would be a prerequisite for the NLP tool if nationwide deployment is required. In addition, further training is needed, so that IDEAL-X accurately classifies records in a manner that accounts for the patterns detected in false-positive and false-negative records. On the other hand, for surveillance purposes, the VTE case identification criteria also need to be standardized to ensure the consistency of case reporting among different facilities.

Future efforts will be directed at fully automating VTE surveillance. One example of how to better integrate an NLP program, such as IDEAL-X, is to include it in a facility’s clinical data process, so that after an imaging report is finalized and sent for billing, it is also run through IDEAL-X (and the associated preprocessing routines). In addition to classifying VTE cases in real time, the next step toward fully automating the process entails collecting demographic, clinical, and risk factor data to facilitate the interpretation of data regarding disease incidence. Other future efforts include implementing machine learning to fine-tune the IDEAL-X algorithm, so that it can “learn” how to more accurately differentiate between cases and noncases. Example text from records that generate false-positive results can be added to further train IDEAL-X and improve its accuracy. Despite the anticipated benefits of using these information extraction software tools, there are certain barriers to implementation. These barriers include the costs of customized deployment and localization and the proprietary nature of the software, as well as having personnel who are responsible for operating and maintaining the system, ensuring health care administrators buy into the benefits, and maintaining compliance with the Health Insurance Portability and Accountability Act and other regulations.

Conclusions and Public Health Impact
The use of machine learning and NLP in disease surveillance is improving the ability to access and analyze unstructured text from EMRs. Their further and extensive use are expected to reduce resource requirements (ie, time and money), while increasing the ability to standardize data collection across sites. By conducting surveillance for VTE, we would have better data for knowing if changes in clinical practice (eg, an increase in the use of direct oral anticoagulants) are reducing the burden of VTE. Enhanced VTE surveillance can improve patient management, care, and safety. Similarly, with the advent of the COVID-19 pandemic, a robust national surveillance system would be instrumental in quickly understanding the association between COVID-19 and VTE [22]. The lessons learned from using NLP in VTE disease surveillance can be extended to improve the surveillance of other hospital-related conditions for which unstructured text from medical records plays a key role in detection and classification.
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Abstract

Background: Femoral neck fracture (FNF) accounts for approximately 3.58% of all fractures in the entire body, exhibiting an increasing trend each year. According to a survey, in 1990, the total number of hip fractures in men and women worldwide was approximately 338,000 and 917,000, respectively. In China, FNFs account for 48.22% of hip fractures. Currently, many studies have been conducted on postdischarge mortality and mortality risk in patients with FNF. However, there have been no definitive studies on in-hospital mortality or its influencing factors in patients with severe FNF admitted to the intensive care unit.

Objective: In this paper, 3 machine learning methods were used to construct a nosocomial death prediction model for patients admitted to intensive care units to assist clinicians in early clinical decision-making.

Methods: A retrospective analysis was conducted using information of a patient with FNF from the Medical Information Mart for Intensive Care III. After balancing the data set using the Synthetic Minority Oversampling Technique algorithm, patients were randomly separated into a 70% training set and a 30% testing set for the development and validation, respectively, of the prediction model. Random forest, extreme gradient boosting, and backpropagation neural network prediction models were constructed with nosocomial death as the outcome. Model performance was assessed using the area under the receiver operating characteristic curve, accuracy, precision, sensitivity, and specificity. The predictive value of the models was verified in comparison to the traditional logistic model.

Results: A total of 366 patients with FNFs were selected, including 48 cases (13.1%) of in-hospital death. Data from 636 patients were obtained by balancing the data set with the in-hospital death group to survival group as 1:1. The 3 machine learning models exhibited high predictive accuracy, and the area under the receiver operating characteristic curve of the random forest, extreme gradient boosting, and backpropagation neural network were 0.98, 0.97, and 0.95, respectively, all with higher predictive performance than the traditional logistic regression model. Ranking the importance of the feature variables, the top 10 feature variables that were meaningful for predicting the risk of in-hospital death of patients were the Simplified Acute Physiology Score II, lactate, creatinine, gender, vitamin D, calcium, creatine kinase, creatine kinase isoenzyme, white blood cell, and age.

Conclusions: Death risk assessment models constructed using machine learning have positive significance for predicting the in-hospital mortality of patients with severe disease and provide a valid basis for reducing in-hospital mortality and improving patient prognosis.

(JMIR Bioinform Biotech 2022;3(1):e38226) doi:10.2196/38226
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Introduction

Femoral neck fracture (FNF) accounts for approximately 3.58% of all fractures in the entire body [1], exhibiting an increasing trend each year. According to a survey, in 1990, the total number of hip fractures in men and women worldwide was approximately 338,000 and 917,000, respectively [2]. In China, FNFs account for 48.22% of hip fractures [3].

The Medical Information Mart for Intensive Care (MIMIC) III database is a publicly available database commonly used in clinical research [4], which contains medical data on approximately 60,000 patients in the intensive care unit (ICU) at Beth Israel Deaconess Medical Center from 2001 to 2012. The ICU database is more dimensional, dense, and valuable in the field of medicine than the general patient electronic medical record database [5]. The large amount of data recorded from these treatments and examinations is conducive to the close observation of ICU patients to detect physiological changes associated with deterioration and to provide more valuable data for clinical research [6].

Currently, many studies have been conducted on postdischarge mortality and mortality risk in patients with FNF [7-9]. Sheikh et al [8] used backward stepwise likelihood ratio Cox regression model to comprehensively analyze the causes of death in patients with FNF fracture 30 days after surgery, and found that age, admission hemoglobin, and history of myocardial infarction were important influencing factors to increase mortality. Dhingra et al [9] retrospectively analyzed the influencing factors of 1-year postoperative mortality in patients older than 60 years with FNF, and found that smoking, hypertension, diabetes, low hemoglobin, elevated white blood cell count, and surgical delay (>1 week) were significantly associated with higher 1-year postoperative mortality. Frost et al [7] used logistic regression model to determine the risk factors of postoperative nosocomial death in patients with FNF and used a nomogram model to predict the risk of death in a short period of time. Studies showed that age, gender, and complications were the main risk factors for nosocomial death in patients with femoral neck fracture. However, there have been no definitive studies on in-hospital mortality or its influencing factors in such patients with severe FNF admitted to the ICU. Therefore, in this study, we used the electronic case information of FNF patients recorded in the MIMIC database to examine the factors of in-hospital mortality in patients with FNF using a machine learning model to identify indicators that are meaningful for predicting in-hospital mortality and to provide preventive measures to reduce in-hospital mortality in patients as early as possible.

Methods

Data Source

Patient data from MIMIC-III were used for this study, which is a database commonly used in critical care big data studies; it contains clinical information such as demographics, vital signs, laboratory tests, treatment protocols, and diagnostic codes for 46,520 patients in ICU.

Ethical Considerations

The MIMIC-III database was approved by the Massachusetts Institute of Technology (Cambridge, MA) and Beth Israel Deaconess Medical Center (Boston, MA). The authors have obtained the database download and use right through Protecting Human Research Participants Exam (No. 38335409). Therefore, the ethical approval statement and the need for informed consent were waived for this manuscript.

Inclusion and Exclusion Criteria

In this study, patients admitted to the ICU for FNFs were extracted from the MIMIC-III database according to their diagnosis codes. The case information included in this study was based on the first admission, and data from patients with the first diagnosis code of FNF, including rotator fracture and intertrochanteric fracture, were selected according to the order of diagnosis codes. Patients aged ≤18 years or with ICU length of stay <24 hours were excluded, as were patients with grossly incomplete medical data records (>50% numbers missing). The case screening process is shown in Figure 1.
Data Collection

Data were collected based on clinical experience, published literature, and data recorded in the MIMIC III database. Data collection for patients with FNFs was performed in the following 3 main areas: (1) demographic information—sex, age, BMI, length of ICU stay, history of previous illness, and Simplified Acute Physiology Score II (SAPS II); (2) physiological and biochemical indices within 24 hours after admission to the ICU—serum calcium, hemoglobin, hematocrit, lactate, cardiac troponin T level, creatine kinase (CK), creatine kinase isoenzyme (CKMB), vitamin D, red blood cells, white blood cells, and creatinine; and (3) outcome—whether in-hospital death occurred after admission to the ICU in patients with critical FNFs.

Data Preprocessing

The variables included in the study were screened to exclude cases with more than 50% missing values. For cases with no more than 50% missing data, random forest (RF) algorithm was used to impute variables containing missing values sequentially in a loop [10]. The common methods for filling missing data are the mean, plurality, median, and fixed value methods, and the RF algorithm is a promising method for filling missing data. The missing values are used as new labels, and the model is built to obtain predicted values for filling. The RF algorithm for filling in missing data is capable of handling mixed types of missing data and has the potential to scale up to big data environments.

Since the outcome labels extracted in this study are unbalanced (48/366, 13.1% cases in the death group and 318/366, 86.9% cases in the survival group), the prediction results of the model trained by the machine learning algorithm are prone to bias for the unbalanced data set; therefore, the original data set needs to be balanced. In this study, the synthetic minority oversampling technique (SMOTE) function in the “imblearn” library of Python (Python Software Foundation) is used to achieve the balanced processing of the data set. The SMOTE algorithm is implemented by randomly selecting a sample $y$ from their k-nearest neighbors for each sample $x$ in a relatively small number of mortality sample sets, and randomly synthesizing a new mortality sample on the $x, y$ line. A total of 48 samples from the original mortality group were analyzed, and then 270 new mortality samples were randomly synthesized and added to the data set to finally obtain a new balanced data set (mortality group: survival group = 1:1).

The linear function normalization method was used in this study to normalize the newly balanced data set. Commonly used methods are linear function normalization (min-max scaling) and 0-mean normalization (z-score standardization). The normalization process is used to eliminate the computational errors caused by different data levels and normalize the data to the range of 0-1 to ensure that each feature is treated equally by the classifier.

The normalized data set was randomly assigned to the test set and the training set at a ratio of 7:3. Finally, 445 cases were obtained for training the prediction model, and 191 cases were used to verify the predictive performance of the model.

Model Construction

Currently, logistic regression is one of the commonly used methods for identifying risk factors that predict the occurrence of complications [11,12]. In an open calcaneal fracture study, compared to the traditional logistic regression model, machine learning methods have 30% higher accuracy and are more suitable for clinical applications [13].

RF is an integrated learning algorithm consisting of multiple decision trees formed by randomly adding back resampled samples, which is suitable for problems where the number of samples is much smaller than the number of features [14]. It also has the advantages of robust effect, fast learning speed, strong generalization ability, and good classification performance for missing data and imbalanced data [15].
Backpropagation neural network (BPNN) is a feed-forward, and the most widely used, neural network [16]. The algorithm has high self-learning and self-adaptive ability, strong generalization ability, and good prediction performance for untrained data. At the same time, the BPNN has high fault tolerance; that is, even if the system is damaged locally, it can still work normally [17].

Extreme gradient boosting (XGBoost) algorithm is a mainstream machine learning algorithm based on tree model boosting [18]. It continuously updates the error or residual of the model by adding tree models and then adjusts the weight of the misclassification results so that the model can select samples more intelligently and reduce the errors generated by the model. The XGBoost algorithm has been widely used in clinical studies for predicting the occurrence of diseases and predicting adverse patient outcomes and has been shown to be more effective than other machine learning models in several studies [19-21].

Therefore, in this study, 3 algorithms, namely RF, BPNN, and XGBoost, were used to construct machine learning prediction models (Multimedia Appendix 1).

**Statistical Analysis and Model Evaluation**

The PostgreSQL database system was used to extract the data. Statistical analysis was performed using SPSS 22.0 (IBM Corp), and data cleaning, model construction, and performance evaluation were performed using Python 3.8. All continuous variables are expressed as medians (quartiles), and count data are expressed as the number of cases (percentages). The Mann-Whitney U test was used for univariate analysis of continuous variables, and Fisher exact test was used for univariate analysis of categorical variables. The Pearson $^2$ test was used for the analysis of variance of the machine learning model results. $P<.05$ was considered to be a statistically significant difference.

The model evaluation indices were the area under the receiver operating characteristic curve (AUROC), accuracy, precision, sensitivity, specificity, and $F_1$-score.

**Results**

**Basic Characteristics of Patients With Severe FNFs**

A total of 366 eligible patients with FNF with a mean age of 78 (SD 20.4) years were screened. Compared with surviving patients, in-hospital death occurred in older patients with a mean age of 83 (SD 17.8) years ($P<.05$). The SAPS II score, lactate dehydrogenase level, and creatinine level of patients in the death group were all significantly higher than those in the surviving group ($P<.05$) (Table 1).
### Table 1. Baseline data of patients in the intensive care unit (ICU) with a femoral neck fracture.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Patients included (n=366)</th>
<th>Survival patients (n=318)</th>
<th>Death patients (n=48)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, n (%)</td>
<td>193 (52.7)</td>
<td>172 (54.1)</td>
<td>21 (43.8)</td>
<td>.18</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>173 (47.3)</td>
<td>146 (45.9)</td>
<td>27 (56.2)</td>
<td>.18</td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td>67 (18.3)</td>
<td>60 (18.9)</td>
<td>7 (14.6)</td>
<td>.47</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>149 (40.7)</td>
<td>130 (40.9)</td>
<td>19 (39.6)</td>
<td>.87</td>
</tr>
<tr>
<td>Coronary, n (%)</td>
<td>86 (23.5)</td>
<td>70 (22.0)</td>
<td>16 (33.3)</td>
<td>.09</td>
</tr>
<tr>
<td>LOS&lt;sup&gt;a&lt;/sup&gt; (h) in ICU (IQR)</td>
<td>2.7 (1.3-4.9)</td>
<td>2.6 (1.4-4.7)</td>
<td>3.0 (1.2-6.1)</td>
<td>.94</td>
</tr>
<tr>
<td>BMI (IQR)</td>
<td>25.1 (21.0-31.3)</td>
<td>25.6 (21.1-31.5)</td>
<td>23.9 (20.6-28.6)</td>
<td>.17</td>
</tr>
<tr>
<td>Age (years; IQR)</td>
<td>78.0 (58.0-87.0)</td>
<td>76.5 (57.0-86.0)</td>
<td>83.0 (74.5-90.0)</td>
<td>.002</td>
</tr>
<tr>
<td>SAPS II&lt;sup&gt;b&lt;/sup&gt; score (IQR)</td>
<td>39.0 (27.8-40.0)</td>
<td>36.0 (27.0-45.0)</td>
<td>52.0 (39.5-65.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Calcium (IQR)</td>
<td>1.092 (1.1-1.1)</td>
<td>1.092 (1.1-1.1)</td>
<td>1.094 (1.1-1.1)</td>
<td>.41</td>
</tr>
<tr>
<td>Hematocrit (IQR)</td>
<td>22.33 (22.1-22.6)</td>
<td>22.35 (22.1-22.6)</td>
<td>22.25 (22.0-25.1)</td>
<td>.41</td>
</tr>
<tr>
<td>Hemoglobin (IQR)</td>
<td>7.610 (7.5-7.9)</td>
<td>7.612 (7.5-7.9)</td>
<td>7.579 (7.5-8.4)</td>
<td>.38</td>
</tr>
<tr>
<td>Lactate (IQR)</td>
<td>2.127 (1.8-2.9)</td>
<td>2.095 (1.8-2.8)</td>
<td>2.678 (2.0-4.7)</td>
<td>.001</td>
</tr>
<tr>
<td>TnT&lt;sup&gt;c&lt;/sup&gt; (IQR)</td>
<td>0.040 (0.0-0.1)</td>
<td>0.041 (0.0-0.1)</td>
<td>0.038 (0.0-0.1)</td>
<td>.69</td>
</tr>
<tr>
<td>CK (IQR)</td>
<td>156.5 (64-584.3)</td>
<td>171.0 (63.7-601.3)</td>
<td>133.0 (77.4-445.5)</td>
<td>.60</td>
</tr>
<tr>
<td>CKMB (IQR)</td>
<td>5.000 (3.3-12.0)</td>
<td>5.000 (3.3-12.0)</td>
<td>4.925 (3.5-12.6)</td>
<td>.69</td>
</tr>
<tr>
<td>Vitamin D (IQR)</td>
<td>218.7 (191.1-246.5)</td>
<td>218.7 (191.6-246.0)</td>
<td>216.1 (189.4-252.7)</td>
<td>.73</td>
</tr>
<tr>
<td>Red blood cell (IQR)</td>
<td>3.435 (3.0-3.9)</td>
<td>3.425 (3.0-3.9)</td>
<td>3.470 (3.0-3.9)</td>
<td>.77</td>
</tr>
<tr>
<td>White blood cell (IQR)</td>
<td>10.30 (7.4-13.7)</td>
<td>10.25 (7.4-13.7)</td>
<td>11.01 (7.6-14.0)</td>
<td>.67</td>
</tr>
<tr>
<td>Creatinine (IQR)</td>
<td>0.90 (0.7-1.5)</td>
<td>0.90 (0.7-1.2)</td>
<td>1.25 (0.7-1.6)</td>
<td>.01</td>
</tr>
</tbody>
</table>

<sup>a</sup>LOS: length of stay.  
<sup>b</sup>SAPS II: Simplified Acute Physiology Score II.  
<sup>c</sup>TnT: troponin T.

### Ranking of the Importance of Characteristic Variables

The RF model was used to rank the importance of characteristic variables, and the top 10 variables of characteristic importance (Figure 2) were SAPS II, lactate, creatinine, gender, vitamin D, calcium, CK, CKMB, white blood cell, and age. All biochemical indices were measured within 2 hours after admission to the ICU.
Figure 2. Ranking of important features in the model. CK: creatine kinase; CKMB: creatine kinase isoenzyme; los: length of stay; SAPII: Simplified Acute Physiology Score II; TnT: troponin T.

Model Evaluation

Receiver Operating Characteristic Curve

Three machine learning models and a traditional logistic model were constructed on the training set and verified on the test set. The 3 machine learning models are RF, BPNN, and XGBoost. The receiver operating characteristic curves of the 4 prediction models were obtained, as shown in Figure 3. The AUROCs of the 4 models on the training set were 1.0, 0.99, 1.00, and 0.85, and the AUROCs on the test set were 0.99, 0.95, 0.98, and 0.86, respectively. Among them, the best results observed for the RF and XGBoost models, and the second-best for the BPNN, but the AUROCs of the machine learning models were all above 0.95. The prediction results of the 4 prediction models are analyzed for differences, and the results are shown in Table 2. The prediction accuracy of the three machine learning models on the test set is better than that of the traditional Logistic regression model, but the significant difference is not statistically significant ($P > .05$).
**Table 2.** Significance analysis of the prediction results of 4 models.

<table>
<thead>
<tr>
<th>Prediction models</th>
<th>Outcome, n (%)</th>
<th>χ² (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Survival</td>
<td>In-hospital death</td>
<td></td>
</tr>
<tr>
<td>RF\textsuperscript{a}</td>
<td>103 (53.93)</td>
<td>88 (46.07)</td>
<td>2.240 (3)</td>
</tr>
<tr>
<td>BPNN\textsuperscript{b}</td>
<td>104 (54.45)</td>
<td>87 (45.55)</td>
<td>2.240 (3)</td>
</tr>
<tr>
<td>XGBoost\textsuperscript{c}</td>
<td>101 (52.88)</td>
<td>90 (47.12)</td>
<td>2.240 (3)</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>91 (47.64)</td>
<td>100 (52.36)</td>
<td>2.240 (3)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}RF: random forest.
\textsuperscript{b}BPNN: backpropagation neural network.
\textsuperscript{c}XGBoost: extreme gradient boosting.

**Confusion Matrix**

The predictive performance of the 4 models was evaluated using accuracy, precision, sensitivity, specificity, and $F_1$-score. The RF model had the best overall prediction with accuracy, precision, sensitivity, specificity, and $F_1$-scores of 0.96, 0.97, 0.96, 0.97, and 0.92, respectively. The $F_1$-score of both the XGBoost and BPNN was 0.89, but the accuracy, precision, sensitivity, and specificity of XGBoost were higher than those of the BPNN. All 3 machine learning models outperformed the traditional logistic regression model (Figure 4) in terms of prediction performance (Table 3).
Figure 4. Confusion matrices for 4 prediction models; label 1 for the in-hospital death group and label 0 for the survival group: (a) random forest; (b) backpropagation neural network; (c) extreme gradient boosting; and (d) logistic regression.

Table 3. The prediction performance evaluation of four models.

<table>
<thead>
<tr>
<th>Prediction model</th>
<th>AUROC(^\text{a})</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F(_1)-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF(^\text{b})</td>
<td>0.99</td>
<td>0.96</td>
<td>0.97</td>
<td>0.96</td>
<td>0.97</td>
<td>0.92</td>
</tr>
<tr>
<td>BPNN(^\text{c})</td>
<td>0.95</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>XGBoost(^\text{d})</td>
<td>0.98</td>
<td>0.93</td>
<td>0.95</td>
<td>0.92</td>
<td>0.94</td>
<td>0.89</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>0.86</td>
<td>0.74</td>
<td>0.80</td>
<td>0.70</td>
<td>0.79</td>
<td>0.79</td>
</tr>
</tbody>
</table>

\(^{a}\)AUROC: area under the receiving operating characteristic curve.
\(^{b}\)RF: random forest.
\(^{c}\)BPNN: backpropagation neural network.
\(^{d}\)XGBoost: extreme gradient boosting.

Discussion

Principal Findings

In this study, 3 high-performing machine learning algorithms were selected to develop in-hospital mortality risk prediction models for patients with severe FNFs, including an RF model, a BPNN model, and an XGBoost model. The 3 machine learning models exhibited excellent performance on both the training and validation sets, with AUROC of the test set being 0.99, 0.95, and 0.98, respectively, and with better predictive performance compared to the traditional statistical logistic model. Meanwhile, the RF model was used in this study to rank the common predictors by calculating the importance of the feature variables. SAPS II, lactate, creatinine, gender, vitamin D, calcium, CK, CKMB, white blood cell, and age were further identified as significant predictors of death in patients with FNFs.
Comparison With Prior Work

The logistic model, a traditional statistical prediction model, has been more widely used in the prediction of morbidity and mortality in FNF [22]. However, logistic regression is more sensitive to multiple covariance data; it is difficult to deal with the problem of data imbalance; the accuracy of the model is low; and the ability to fit the true distribution of the data is poor. In recent years, machine learning has been continuously applied to the prediction of disease occurrence and adverse outcomes in medicine. For example, the risk of acute kidney injury in patients in ICU was predicted using logistic regression, RF, and LightGBM algorithms by Gao [23]. The 3 models predicted the risk of acute kidney injury after 24 hours with increasing sensitivity, and the model efficacy of the RF and LightGBM algorithms was significantly better than that of logistic regression. Huan et al [24] used machine learning to construct models to predict and analyze the risk factors of femoral head necrosis after internal fixation in patients with FNF, and the results proved that there was a good consistency between the predicted probability of machine learning and the actual risk of necrosis. In this study, the prediction effect of machine learning models was compared with that of the traditional logistic regression model, and it was confirmed that machine learning models had good performance in predicting in-hospital mortality of patients with severe FNF, which was consistent with the above conclusion.

Meanwhile, the RF model was used in this study to rank the common predictors by calculating the importance of the feature variables. SAPS II, lactate, creatinine, gender, vitamin D, calcium, CK, CKMB, white blood cell, and age were further identified as significant predictors of death in patients with FNFs. In a previous study, Seitz et al [25] found that defective bone mineralization and a decrease in 25-hydroxy vitamin D were associated with increased mortality in FNFs. 25-hydroxy vitamin D is the primary form of vitamin D present in the blood. Vitamin D and serum calcium were important, influential factors affecting in-hospital mortality in patients with FNFs in this study, which validated this finding, suggesting that balancing serum 25-hydroxy vitamin D levels through calcium supplementation and other measures in clinical treatment may reduce mortality in FNFs. In a prospective controlled study by Paccou et al [26], lactate dehydrogenase levels and creatinine levels were significant predictors of bone mineral density (BMD) loss; this is while BMD was associated with mortality, and faster BMD loss was associated with a higher risk of death [27], which is consistent with the results of this study. In addition, compared to previous studies regarding the prediction measurement of SAPS II daily after admission to the ICU can predict the risk of death [31]. However, in existing prediction studies [32-34], the SAPS II score is commonly used in prognostic studies of patients with neurological diseases, abdominal infections, and respiratory distress, though there are fewer studies on the predictive ability of the SAPS II critical score in FNFs. The results of this study are important for further refining the prediction of morbidity and mortality in patients with FNFs.

Limitations

This study also has some limitations. First, this was a single-center study based on the MIMIC III database without external database validation, and the performance of the model needs to be further validated by prospective studies. Second, the interpretability of the machine learning model was poor, and although feature importance ranking was performed, the causal relationship between these features and in-hospital mortality in patients with FNFs could not be evaluated from a statistical perspective. Finally, some imaging metrics could not be included in the model due to limitations in the available data types in the MIMIC III database. Next, we will further integrate the existing model with the domestic database to validate the model performance, adjust the parameters to improve the model performance, and better adapt the model to the domestic database. Furthermore, we will extend the study timeline to establish a clinically applicable in-hospital mortality risk prediction model for patients with severe FNFs.

Conclusions

In summary, we used patients’ clinical data to develop 3 machine learning models for predicting the risk of in-hospital death in patients with severe FNFs. The prediction performance of all 3 machine learning models was better than that of the traditional logistic model, and the RF model displayed the best prediction performance among the 3 models. In the future, after validating the domestic database and adjusting the model parameters, this model can be applied to clinical practice to better assist clinicians in decision-making, adjust treatment plans for patients with severe FNFs, better allocate medical supplies, and reduce the occurrence of adverse outcomes. Considering that MIMIC is a foreign database with fewer Asian patients, which is not universal for domestic FNF cases, more domestic patient data will be included in future work to adjust the model to make it more compatible with the characteristics of the domestic FNF population.
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Abstract

Background: Hashimoto thyroiditis (HT) is an autoimmune thyroid disease and the leading cause of hypothyroidism in areas with sufficient iodine intake. The quality-of-life impact and financial burden of hypothyroidism and HT highlight the need for additional research investigating the disease etiology with the aim of revealing potential modifiable risk factors.

Objective: Implementation of measures against such risk factors, once identified, has the potential to lessen the financial burden while also improving the quality of life of many individuals. Therefore, we aimed to examine the potential seasonality of HT in Europe using the Google Trends data to explore whether there is a seasonal characteristic of Google searches regarding HT, examine the potential impact of the countries’ geographic location on the potential seasonality, and identify potential modifiable risk factors for HT, thereby inspiring future research on the topic.

Methods: Monthly Google Trends data on the search topic “Hashimoto thyroiditis” were retrieved in a 17-year time frame from January 2004 to December 2020 for 36 European countries. A cosinor model analysis was conducted to evaluate potential seasonality. Simple linear regression was used to estimate the potential effect of latitude and longitude on seasonal amplitude and phase of the model outputs.

Results: Of 36 included European countries, significant seasonality was observed in 30 (83%) countries. Most phase peaks occurred in spring (14/30, 46.7%) and winter (8/30, 26.7%). A statistically significant effect was observed regarding the effect of geographical latitude on cosinor model amplitude ($y = –3.23 + 0.13 x; R^2=0.29; P=.002$). Seasonal increases in HT search volume may therefore be a consequence of an increased incidence or higher disease activity. It is particularly interesting that in most countries, a seasonal peak occurred in spring and winter months; when viewed in the context of the statistically significant impact of geographical latitude on seasonality amplitude, this may indicate the potential role of vitamin D levels in the seasonality of HT.

Conclusions: Significant seasonality of HT Google Trends search volume was observed in our study, with seasonal peaks in most countries occurring in spring and winter and with a significant impact of latitude on seasonality amplitude. Further studies on the topic of seasonality in HT and factors impacting it are required.

(JMIR Bioinform Biotech 2022;3(1):e38976) doi:10.2196/38976
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Introduction

Hypothyroidism is a growing global public health problem affecting approximately 5% of the general global population [1]. The leading cause of hypothyroidism, in areas with sufficient iodine intake, is Hashimoto thyroiditis (HT)—an autoimmune thyroid disease, with an incidence of 0.3-0.5 of 1000 population per year [2]. HT can present with a long list of both local and systemic symptoms such as dyspnea, dysphagia, dysphonia, constipation, coronary artery disease, bradycardia, anemia, memory loss, depression, bile colic, and dry and thickened skin [3]. The etiology of HT is still insufficiently clarified, but it is known to be associated with genetic factors, environmental triggers, and epigenetic influences [4]. Although some predisposing factors, such as stress, age, and gender, are recognized in the pathogenesis [5], much about HT still remains unknown and warrants further investigation. Namely, hypothyroidism represents a significant global, financial, and quality-of-life burden [1]. For example, hypothyroidism-related medical costs in the United States are estimated to range from US $460 to US $2555 per patient per year, patients with hypothyroid reporting significantly higher work absenteeism and significant long- and short-term disability costs, resulting in further direct and indirect costs [6]. The high quality-of-life and financial burden of hypothyroidism and HT emphasize the need of additional research investigating the disease etiology to reveal potential modifiable risk factors. Implementing measures against such risk factors has the potential to lessen the financial burden while also improving the quality of life of many individuals. Various environmental and seasonal factors, such as insolation and UV exposure, seasonal incidence of infectious diseases, or seasonal changes in human behavior, may potentially play a role in the disease’s etiology. Vitamin D is a particularly interesting seasonal factor implicated in the pathophysiology of numerous diseases. Studies about vitamin D alteration by climate variation [7,8] along with studies about vitamin D deficiency in the pathogenesis of many autoimmune diseases, such as multiple sclerosis [7], diabetes, and also cancers, [9] have been conducted. A recently published systematic review on the topic of the association between vitamin D deficiency and autoimmune thyroid disorders found out that most of the studies included in the review supported the association between low vitamin D levels and the occurrence of autoimmune thyroid diseases, in particular HT and Graves disease, but the authors highlighted the need for further randomized long-term follow-up studies to confirm the potential causal link and potential role of vitamin D supplementation [10]. Unfortunately, such studies are costly and difficult to conduct; therefore, until such trials are performed, other sources of information may serve to narrow the evidence gap. One such area of science, which may help to provide further evidence regarding potential risk factors for HT, is infodemiology (short for information epidemiology); infodemiology studies health-related user data available on the internet with goals of improving public health, reducing the impact of web-based misinformation, and narrowing the existing knowledge gaps [11]. In recent years, the increase in internet penetration and usage as well as the number of web-based social platforms have provided a rich source of user-related health information. Therefore, multiple internet services and platforms have been used in infodemiology studies in recent years with various relevant topics being explored. Multiple studies used the data retrieved from Twitter to explore the sentiment and analyze conversation themes regarding COVID-19 vaccines, with goals of providing information relevant to fighting vaccine hesitancy [12,13], while other studies explored the potential role of Instagram in raising awareness of skin cancer [14] or analyzed the platform’s contents regarding vaping [15]. Apart from social media platforms, internet search engines represent a particularly interesting source of health-related data. Changes in internet search trends have been found to potentially reflect the general public’s interest regarding medical-related topics [16], and disease-specific internet searches tend to increase in parallel with the increase in the specific burden of disease [17,18]. Worldwide, Google is the most widely used search engine, and it also provides a freely accessible tool set called Google Trends (GT) through which one can easily conduct an analysis of search trends. With GT data being accessible in real time, the issue of lingering survey methods becomes obsolete, as the data are available practically instantly. Another major advantage of GT is the fact that it enables obtaining information that would be difficult, costly, or even impossible to obtain with conventional methods, such as the estimated population sizes and geospatial distributions of marginalized populations (eg, LGBTQ+), which is important for public health planning [19]. In addition, GT makes delicate topics and disease research, such as HIV, suicide rates, and mental illnesses, more easily doable as web searches are executed anonymously [20]. Thus, GT has so far been used in a number of studies investigating a broad range of medical topics, and based on the GT data, seasonal patterns have been proposed for various diseases ranging from psoriasis [21], gout [22], bruxism [23], and cellulitis [24] to major mental disorders [25]. Therefore, the aim of this study was to explore the potential seasonal pattern of Google searches regarding HT in European countries in order to guide future real-world studies on this topic.

Methods

Research Questions

Our study examined the seasonality of HT Google-related searches in Europe using GT data, with the goal to explore whether there was a seasonal characteristics of Google searches regarding HT, examine the potential impact of the countries’ geographic location on the potential seasonality, and identify possible modifiable risk factors for HT, thereby inspiring future research on the topic.

Data Retrieval

We conducted our GT data retrieval throughout May 2021, and using all the search categories, we queried GT using the search topic “Hashimoto thyroiditis.” The data were retrieved for 38 European countries, covering a 17-year period of time, from January 2004 to December 2020. A total of 36 European countries were included in the analysis, while Kosovo and Moldova were excluded due to an extremely small search volume. As we investigated the potential impact of seasonality...
on Google searches, the widest available search time frame of 17 years was used. A specific search topic and no search category restrictions were used to potentially capture the interest of the population of multiple European countries, as wide as possible. The search topic approach was used as it included alternative spellings and translations in other languages; this approach, when comparing European countries using different languages in their Google searches, provided a simple and uniform way to extract the data for each country. The methods were reported following suggestions from a systematic review article on the topic of the use of GT in health care research [18].

**Data Analysis**

GT search data were expressed as relative search volume (RSV) normalized to range from 0% to 100% for the set search time frame and geographical location. Seasonality was assessed using a cosinor regression model from the R programming language “seasons” package. The model fits a sinusoid to the monthly input data, and its outputs include the sinusoid’s amplitude, the phase corresponding to the sinusoidal peak, and 2 $P$ values, the smaller of which is being reported in Table 1. A $P$ value of less than .025 was considered statistically significant. More information on the cosinor model can be found in studies by Cornelissen [26], Mei et al [27], and Wu et al [21]. Months with 0 RSV have been encoded as NA, allowed by the model.

Seasons have been defined as spring (March, April, and May), summer (June, July, and August), autumn (September, October, and November), and winter (December, January, and February).

To evaluate the potential influence of the countries’ latitudes and longitudes, the weighted population center coordinates for each country were retrieved from the Baylor University population resource [28] except for Serbia and Montenegro, where the coordinates of the capital cities were used instead, as the weighted population center coordinates for the 2 countries were not reported in the population resource.

Simple linear regression was conducted to evaluate the potential effect of latitude and longitude on seasonal amplitude and phase of the cosinor model output for each country.

All statistical analyses and data visualizations were done in R programming language (version 4.0.5; R Core Team).
<table>
<thead>
<tr>
<th>Country</th>
<th>Seasonality</th>
<th>Amplitude</th>
<th>Phase</th>
<th>Phase season</th>
<th>P value</th>
<th>Number of observations</th>
<th>Latitude</th>
<th>Longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albania</td>
<td>Yes</td>
<td>10.72</td>
<td>7.4</td>
<td>Summer</td>
<td>&lt;.001</td>
<td>50</td>
<td>41.174529494701</td>
<td>19.929275580053</td>
</tr>
<tr>
<td>Austria</td>
<td>Yes</td>
<td>2.24</td>
<td>7</td>
<td>Summer</td>
<td>&lt;.001</td>
<td>191</td>
<td>47.765386201318</td>
<td>14.645625300333</td>
</tr>
<tr>
<td>Belarus</td>
<td>Yes</td>
<td>1.67</td>
<td>9.3</td>
<td>Autumn</td>
<td>&lt;.001</td>
<td>115</td>
<td>53.531624124024</td>
<td>27.847175354981</td>
</tr>
<tr>
<td>Belgium</td>
<td>Yes</td>
<td>2.17</td>
<td>3.3</td>
<td>Spring</td>
<td>.002</td>
<td>175</td>
<td>50.844005826061</td>
<td>4.432869095216</td>
</tr>
<tr>
<td>Bosnia and Herzegovina</td>
<td>No</td>
<td><em>a</em></td>
<td>—</td>
<td>No seasonality</td>
<td>.07</td>
<td>118</td>
<td>44.160791721547</td>
<td>17.753208075736</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>Yes</td>
<td>2.21</td>
<td>7.3</td>
<td>Summer</td>
<td>&lt;.001</td>
<td>180</td>
<td>42.754116369708</td>
<td>25.083976957381</td>
</tr>
<tr>
<td>Croatia</td>
<td>Yes</td>
<td>2.06</td>
<td>1</td>
<td>Winter</td>
<td>.01</td>
<td>152</td>
<td>45.31767428417</td>
<td>16.262950671815</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>Yes</td>
<td>2.1</td>
<td>7.5</td>
<td>Summer</td>
<td>&lt;.001</td>
<td>113</td>
<td>49.821456149539</td>
<td>15.617527756779</td>
</tr>
<tr>
<td>Denmark</td>
<td>Yes</td>
<td>2.01</td>
<td>2.9</td>
<td>Winter</td>
<td>.007</td>
<td>144</td>
<td>55.853326754724</td>
<td>10.856715208377</td>
</tr>
<tr>
<td>Estonia</td>
<td>Yes</td>
<td>5.63</td>
<td>8.7</td>
<td>Summer</td>
<td>&lt;.001</td>
<td>48</td>
<td>58.957945856864</td>
<td>25.572740786761</td>
</tr>
<tr>
<td>Finland</td>
<td>Yes</td>
<td>6.19</td>
<td>2.3</td>
<td>Winter</td>
<td>&lt;.001</td>
<td>126</td>
<td>61.755732589277</td>
<td>24.984670666268</td>
</tr>
<tr>
<td>France</td>
<td>Yes</td>
<td>2.58</td>
<td>4.7</td>
<td>Spring</td>
<td>&lt;.001</td>
<td>202</td>
<td>47.143228746162</td>
<td>2.6764463428893</td>
</tr>
<tr>
<td>Germany</td>
<td>Yes</td>
<td>3.62</td>
<td>5.2</td>
<td>Spring</td>
<td>&lt;.001</td>
<td>204</td>
<td>50.855573924694</td>
<td>9.693640961462</td>
</tr>
<tr>
<td>Greece</td>
<td>Yes</td>
<td>1.49</td>
<td>5.9</td>
<td>Spring</td>
<td>.02</td>
<td>173</td>
<td>38.686808689502</td>
<td>23.323965300494</td>
</tr>
<tr>
<td>Hungary</td>
<td>Yes</td>
<td>1.75</td>
<td>4.5</td>
<td>Spring</td>
<td>&lt;.001</td>
<td>146</td>
<td>47.288770753717</td>
<td>19.388772968978</td>
</tr>
<tr>
<td>Iceland</td>
<td>Yes</td>
<td>7.21</td>
<td>5.1</td>
<td>Spring</td>
<td>&lt;.001</td>
<td>54</td>
<td>64.372216876845</td>
<td>–21.045029641756</td>
</tr>
<tr>
<td>Ireland</td>
<td>No</td>
<td>—</td>
<td>—</td>
<td>No seasonality</td>
<td>.57</td>
<td>121</td>
<td>53.111585555903</td>
<td>–7.4282382442794</td>
</tr>
<tr>
<td>Italy</td>
<td>Yes</td>
<td>3.43</td>
<td>4.3</td>
<td>Spring</td>
<td>&lt;.001</td>
<td>203</td>
<td>42.870086858764</td>
<td>12.12890612484</td>
</tr>
<tr>
<td>Latvia</td>
<td>No</td>
<td>—</td>
<td>—</td>
<td>No seasonality</td>
<td>.24</td>
<td>96</td>
<td>56.831191706188</td>
<td>24.496056054831</td>
</tr>
<tr>
<td>Lithuania</td>
<td>Yes</td>
<td>3.63</td>
<td>8.4</td>
<td>Summer</td>
<td>&lt;.001</td>
<td>63</td>
<td>55.223194780885</td>
<td>23.887086150639</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>Yes</td>
<td>5.58</td>
<td>3.6</td>
<td>Spring</td>
<td>&lt;.001</td>
<td>101</td>
<td>49.643734947502</td>
<td>6.0837996175026</td>
</tr>
<tr>
<td>Macedonia</td>
<td>Yes</td>
<td>4.66</td>
<td>2.4</td>
<td>Winter</td>
<td>&lt;.001</td>
<td>79</td>
<td>41.742844591767</td>
<td>21.554126809671</td>
</tr>
<tr>
<td>Montenegro</td>
<td>Yes</td>
<td>3.96</td>
<td>3.3</td>
<td>Spring</td>
<td>&lt;.001</td>
<td>73</td>
<td>42.442574</td>
<td>19.268646</td>
</tr>
<tr>
<td>Netherlands</td>
<td>Yes</td>
<td>2.61</td>
<td>2.3</td>
<td>Winter</td>
<td>.001</td>
<td>193</td>
<td>52.072871145825</td>
<td>5.2875541627667</td>
</tr>
<tr>
<td>Norway</td>
<td>Yes</td>
<td>3.77</td>
<td>5.9</td>
<td>Spring</td>
<td>&lt;.001</td>
<td>123</td>
<td>61.128336570352</td>
<td>9.946833600983</td>
</tr>
<tr>
<td>Poland</td>
<td>Yes</td>
<td>2.56</td>
<td>2.5</td>
<td>Winter</td>
<td>.005</td>
<td>196</td>
<td>51.70797623759</td>
<td>19.30838806995</td>
</tr>
<tr>
<td>Portugal</td>
<td>No</td>
<td>—</td>
<td>—</td>
<td>No seasonality</td>
<td>.11</td>
<td>157</td>
<td>39.74693753116</td>
<td>–9.167249059696</td>
</tr>
<tr>
<td>Republic of Serbia</td>
<td>Yes</td>
<td>1.46</td>
<td>3.5</td>
<td>Spring</td>
<td>.02</td>
<td>150</td>
<td>44.787197</td>
<td>20.457273</td>
</tr>
<tr>
<td>Romania</td>
<td>Yes</td>
<td>1.93</td>
<td>10.4</td>
<td>Autumn</td>
<td>.01</td>
<td>161</td>
<td>45.692835166704</td>
<td>25.283411622442</td>
</tr>
<tr>
<td>Slovakia</td>
<td>Yes</td>
<td>3.2</td>
<td>12.8</td>
<td>Winter</td>
<td>&lt;.001</td>
<td>98</td>
<td>48.66253608829</td>
<td>19.164300350224</td>
</tr>
<tr>
<td>Slovenia</td>
<td>Yes</td>
<td>2.5</td>
<td>3.9</td>
<td>Spring</td>
<td>&lt;.001</td>
<td>111</td>
<td>46.169295822703</td>
<td>14.89236963709</td>
</tr>
<tr>
<td>Spain</td>
<td>Yes</td>
<td>2.01</td>
<td>5.2</td>
<td>Spring</td>
<td>.008</td>
<td>191</td>
<td>39.720397339383</td>
<td>–3.2923251997811</td>
</tr>
<tr>
<td>Sweden</td>
<td>No</td>
<td>—</td>
<td>—</td>
<td>No seasonality</td>
<td>.04</td>
<td>165</td>
<td>58.913317696441</td>
<td>15.528746561364</td>
</tr>
<tr>
<td>Switzerland</td>
<td>Yes</td>
<td>2.68</td>
<td>4.2</td>
<td>Spring</td>
<td>&lt;.001</td>
<td>185</td>
<td>47.025712614417</td>
<td>7.9586515381984</td>
</tr>
<tr>
<td>Ukraine</td>
<td>No</td>
<td>—</td>
<td>—</td>
<td>No seasonality</td>
<td>.38</td>
<td>153</td>
<td>48.808076188342</td>
<td>31.766935926448</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>Yes</td>
<td>2.03</td>
<td>2.4</td>
<td>Winter</td>
<td>&lt;.001</td>
<td>196</td>
<td>52.745166767654</td>
<td>–1.6847761296012</td>
</tr>
</tbody>
</table>

*aNot applicable.*
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Results

Cosinor model results on the seasonality of the search term “Hashimoto thyroiditis” in 36 European countries can be seen in Multimedia Appendix 1 and Table 1. Boxplot graphs in Multimedia Appendix 1 represent the monthly GT RSV for each country along with the sinusoid resulting from the cosinor model.

Of the 36 included European countries, significant seasonality was observed in 30 (83%) countries, with a mean amplitude of 3.3 (SD 2.0; median=2.6) and a mean phase value of 5.24 (SD 2.8; median=4.6).

Distribution of the phase months can be seen in Figure 1; most of the phase peaks occurred during spring (14/30, 46.7%), winter (8/30, 26.7%), and summer (6/30, 20%), while the least phase peaks were in autumn (2/30, 6.7%). Geographical distribution of phase seasons is shown in Figure 2.

Simple linear regression results of the effect of latitude and longitude on seasonal amplitude and phase of the cosinor model are demonstrated in Figure 3. A statistically significant effect was observed regarding the effect of latitude on seasonality amplitude (\(y = -3.23 + 0.13 x; R^2=0.29; P=.002\)). No statistically significant effects were observed regarding the effect of latitude on phase month (\(P=.22\)), longitude on amplitude (\(P=.94\)), or longitude on phase month (\(P=.07\)). The amplitude value of Albania was excluded from the linear regression models as it was identified as an extreme outlier, most likely due to low quantity of the monthly RSV data.

Figure 1. Density plot showing the distribution of phase months.

Figure 2. Map of Europe colored by season of phase. Points represent weighted population centers for each country, except Serbia and Montenegro, where coordinates of capital cities were used.
**Discussion**

**Principal Findings**

The results of our study demonstrate statistically significant seasonality in HT-related RSV across Europe, with most seasonal peaks occurring in spring and winter months (22/30, 73.3%). Additionally, we have also observed a statistically significant impact of geographical latitude on seasonal amplitude.

**Comparison With Prior Work**

A study exploring internet searches patterns regarding hypothyroidism found similar results, with more hypothyroidism-related internet searches occurring during spring globally [29]. Seasonal increases in RSV for HT may be a consequence of increased incidence or higher disease activity. Namely, the volume of disease-related internet searches is known to correlate with patients’ desire to gather more information before an appointment and to supplement information provided by the physician [30]. It is particularly interesting that in most countries, a seasonal peak occurred in spring and winter months; when viewed in the context of the statistically significant impact of geographical latitude on seasonality amplitude, this may indicate that vitamin D levels could play a role in the seasonality of HT. Significant discrepancies in vitamin D levels between northern and southern European countries have been observed, with people in northern European countries having lower levels of vitamin D, which can be associated with less sun exposure, geographical latitude, and solar zenith angle [31]. People living in higher-latitude countries receive lower yearly amounts of sunlight, which leads to a predisposition for developing vitamin D deficiency. Studies have shown that shorter days and insufficient sunlight exposure at latitudes above 40 degrees North lead to poor vitamin D synthesis in the skin [7]. Furthermore, seasonal changes in serum vitamin D levels have been implicated in the seasonality and outcomes of infectious disease [32]. Vitamin D levels are also known to have seasonal fluctuations with the lowest serum levels occurring in the late winter and early spring months [33], which seems to correlate well with the seasonal increase in the RSVs of HT in most countries. Research by Kim [34] and Jamka et al [35] highlighted the importance of vitamin D in the pathogenesis of HT. Kim’s [34] cross-sectional study showed significantly higher prevalence of vitamin D insufficiency in patients with autoimmune thyroid disease, while Jamka et al [35] demonstrated a presumed vitamin D effect on reduction in the levels of thyroid peroxidase antibodies, which has an important role in HT pathogenesis [36]. Multiple studies have demonstrated beneficial effects of vitamin D supplementation on autoimmune diseases, but most notable is the recently published study in the *BMJ*, which found that vitamin D supplementation (2000 IU/day) could reduce autoimmune disease rate by 22% [37]. Future research should focus on the association between vitamin D serum seasonal changes as a potential trigger of HT and vitamin D supplementation during winter and early spring months, which may prove to be an easily implemented public health measure to decrease the burden of HT.

**Limitations**

It is important to consider some of the possible limitations of this study. First, selection bias might be present, as this study only used data pertaining to the population with internet access and those who used Google instead of other search engines. Second, medical-related searches may be performed by anyone interested in a particular medical topic and not only patients. Third, deeper analysis of individual users could not be performed due to the limitations of the available data set. Finally, the impact of potential confounding factors, such as academic cycling (ie, higher search volumes in spring during college exams), could not be excluded.
Conclusions

Significant seasonality of GT search volume for HT was observed in our study, with seasonal peaks in most European countries occurring during spring and winter. A significant impact of latitude on seasonality amplitude was also demonstrated. Additional studies on the topic of seasonality in HT and factors impacting it are required. If vitamin D deficiency is unequivocally proven as a contributing factor in the development of HT, vitamin D supplementation during winter and early spring months might be an easily implemented public health measure aimed at decreasing the burden of this disease.
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Multimedia Appendix 1

Boxplot graphs showing monthly Google Trends data with cosinor model output. Y-axis represents relative search volume.
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Abstract

Background: Emergency department crowding continues to threaten patient safety and cause poor patient outcomes. Prior models designed to predict hospital admission have had biases. Predictive models that successfully estimate the probability of patient hospital admission would be useful in reducing or preventing emergency department “boarding” and hospital “exit block” and would reduce emergency department crowding by initiating earlier hospital admission and avoiding protracted bed procurement processes.

Objective: To develop a model to predict imminent adult patient hospital admission from the emergency department early in the patient visit by utilizing existing clinical descriptors (ie, patient biomarkers) that are routinely collected at triage and captured in the hospital’s electronic medical records. Biomarkers are advantageous for modeling due to their early and routine collection at triage; instantaneous availability; standardized definition, measurement, and interpretation; and their freedom from the confines of patient histories (ie, they are not affected by inaccurate patient reports on medical history, unavailable reports, or delayed report retrieval).

Methods: This retrospective cohort study evaluated 1 year of consecutive data events among adult patients admitted to the emergency department and developed an algorithm that predicted which patients would require imminent hospital admission. Eight predictor variables were evaluated for their roles in the outcome of the patient emergency department visit. Logistic regression was used to model the study data.

Results: The 8-predictor model included the following biomarkers: age, systolic blood pressure, diastolic blood pressure, heart rate, respiration rate, temperature, gender, and acuity level. The model used these biomarkers to identify emergency department patients who required hospital admission. Our model performed well, with good agreement between observed and predicted admissions, indicating a well-fitting and well-calibrated model that showed good ability to discriminate between patients who would and would not be admitted.

Conclusions: This prediction model based on primary data identified emergency department patients with an increased risk of hospital admission. This actionable information can be used to improve patient care and hospital operations, especially by reducing emergency department crowding by looking ahead to predict which patients are likely to be admitted following triage, thereby providing needed information to initiate the complex admission and bed assignment processes much earlier in the care continuum.

(JMIR Bioinform Biotech 2022;3(1):e38845)  doi:10.2196/38845
Introduction

Overview

The problem of emergency department (ED) crowding is well known in health care as a complex, multi-dimensional problem that threatens patient safety and care quality and has remained largely unresolved for over 20 years. Despite ED efficiency interventions [1,2] and government policy [3] aimed at reducing crowding, it continues to threaten patient safety and contribute to poor patient outcomes [4-6]. ED crowding occurs when ED demand exceeds the staff’s ability to provide quality care in a reasonable time frame [7,8]. The main causes of crowding are ED “boarding” [9-12] (eg, when an ED bed is occupied by a patient due to be admitted to the hospital, but the patient remains in the ED because no inpatient bed has been assigned) and hospital “exit block” [6] (eg, when patients are delayed or blocked from transitioning out of the ED or into the hospital in a reasonable time frame).

Although some recent literature has attributed ED boarding to insufficient hospital bed capacity [13-17], this description of the situation belies boarding’s complex roots and suggests that hospitals simply do not have inpatient beds available because they are all occupied by patients. In fact, this is rarely the case, as occupancy rates in most US hospitals average 40% for rural hospitals and 65% for urban hospitals [18-20]; these rates have been slowly declining for decades [18-21]. Instead, insufficient bed capacity in most hospitals refers to a shortage of available beds for ED admission. Reasons for this “shortage” include existing bed reservations, which can be for elective surgery patients who might require admission [9,10], for transfer patients from other hospitals, and for geographic bed plans that assign beds to specialties (eg, orthopedics) to keep relevant patients and providers close together [14]. There are positive logistical and care-quality reasons for these bed reservations, but there are also financial reasons that may benefit the hospital yet contribute to ED boarding. For example, reserving beds for highly reimbursable elective procedures that might not be utilized [9], instead of opening the beds for the immediate needs of ED admissions, increases boarding.

Securing hospital beds for ED patients is a time-intensive, interdepartmental negotiation requiring multiple approvals before an ED patient can be transitioned into an inpatient hospital bed. Larger hospitals have bed managers dedicated to effectively utilizing each hospital bed and the patient support services each requires. Much like air traffic controllers, bed managers are the conductors of a complex series of interdependent processes and activities. Bed management involves assessing bed availability throughout the hospital, assessing whether unit resources are in place to enable a particular bed to be filled by a particular patient, identifying additional unit resources that are required to fill a particular bed, determining whether sufficient resources are available to care for specialty patients (eg, cardiac patients) in a general medicine unit, identifying the required resources and available staff (eg, who is at the hospital and who is on call), identifying which beds are reserved for urgent postoperation surgical cases and which are reserved for elective surgeries, and possessing knowledge of matters spanning multiple departments with a multitude of players. This complex and important process may be unnecessarily convoluted in hospitals that have grown in size and responsibility and have become incongruent with effective organizational management. Examinations of clinical workflows for admitting hospital patients from the ED have revealed processes layered with cultural and organizational factors that exacerbate an already inefficient process. There can be 50 to 75 steps between a bed request and time to admission orders, and staff have reported they believe the process is excessively complex, redundant, and in some respects, unsafe [22]. The earlier bed managers have information about a patient who will likely be admitted, the earlier they can begin the bed assignment process, and the earlier the patient can move out of the ED to a hospital bed. This often dysfunctional and protracted hospital transition and bed assignment process blocks patients from transitioning out of the ED to inpatient hospital care (ie, exit block), resulting in the patient waiting long periods of time in the ED for an inpatient hospital bed assignment (ie, boarding).

Boarding negatively affects hospital operations, causing resource strain due to boarded patients’ continued consumption of nurse and physician resources. It precludes the ability to see more patients, because the boarder is occupying an ED bed when an ED level of care is likely not needed [23]. This strain results in a ripple effect throughout the ED that limits all patients’ access to timely emergency care [24] and further impacts the emergency medical services system by increasing ambulance diversion and patient offload time (the time paramedics spend waiting for an ED bed to become available, after which they are able to return to service) [25]. Reduction or removal of the exit block that causes boarding would dramatically reduce the duration of patient boarding. Thus, removal of the 2 main causes of ED crowding (ie, exit block and boarding) would greatly reduce crowding and increase access to care.

Easing ED crowding requires a multifaceted approach. That is to say that there is not one single solution, but rather multiple solutions applied at various points of care that hold promise in easing ED crowding. This paper will report on the use of biomarkers, measured very early in the continuum of care, as a mechanism to predict admission, thereby enabling hospitals to initiate the complex and time-consuming bed management process early and reduce ED crowding.
Background and Rationale

Prior Interventions to Address Boarding and Crowding

Hospitals have implemented a variety of hospital-level and ED-level interventions to reduce boarding and crowding. In terms of hospital-level interventions, some hospitals have reportedly reduced boarding by improving inpatient bed availability, for example by shortening patient stays through better management of hospital services that are not continuously available (eg, catheterizations [26,27]), moving discharged patients awaiting transportation or nonacute care services to “discharge lounges” [28,29], managing discharges in a more timely manner and expediting discharges [30-32], and managing bed cleaning turnaround more efficiently [33-35]. Because ED crowding does not have a singular cause, it also does not have a singular solution. As such, these measures may only address part of the issue; they do not address boarding’s root cause—exit block. Rather, these efficiency measures contribute to process improvement and operational efficiency, because they successfully and sensibly increase hospital bed availability and streamline and simplify processes for providers and administrators, saving them time and improving flow. Thus, they have the potential to reduce boarding and consequent crowding. Hospitals could benefit from early intelligence about demand for beds, and the need to ensure that the right types of beds are available for ED patients.

ED-level interventions have primarily focused on reducing crowding through improvements in ED flow and throughput, such as by using fast tracking [36-38], split-flow processing [39-41], rapid assessment zones [42-44], team triage [45], triage nurse ordering [46], triage standing orders [47], bedside registration [48], physician scribes [49-51], ED flow coordinators [52], point-of-care testing [53-56], and physical expansion of the ED [57]. While some of these measures may make positive contributions to ED efficiency and flow, they are not unlike the hospital-level interventions, which contribute to solving parts of the problem but do not address exit block [58]. Instead, these measures primarily promote efficiency in subsections of the ED care continuum and move patients more quickly toward upstream bottlenecks in the ED process. Even a dedicated ED flow coordinator who successfully increases flow throughout the ED will see much of that benefit lost if improvements are not also implemented outside the ED [52].

Interdepartmental Interventions to Address Exit Block

Interventions that have included interdepartmental collaboration with hospital management support have made positive steps toward reducing exit block. Such interventions have resulted in a 68% reduction in the time from inpatient bed requests to receipt of inpatient admission orders (210 minutes to 75 minutes; this does not mean a bed has been assigned, only that the order has been created) and a 25% reduction in the time from inpatient bed requests to patient departure from the ED (360 minutes to 270 minutes) [22]. These interventions are primarily viewed through a process improvement lens, in terms of bed management strategy. For example, a study by Barrett et al [59] reported a 52% reduction in “hold time” (the time from admission decision to departure from the ED) when full-time bed managers were able to identify and assign patients to beds within 15 minutes of a bed request. Another such study, by Howell et al [60], reported a 90-minute reduction between ED patient registration and patient physical departure from the ED for admitted patients when a dedicated “bed traffic controller” was used. The difference between the Barrett et al [59] study and the Howell et al [60] study is that the former employed resources at the micro or patient level, whereas the latter employed resources at the macro or process level, presumably with a top-down view of “traffic.”

The process improvements and bed management strategies reported by Barrett et al [59] and Howell et al [60] also demonstrated how real-time ED data on congestion, flow, and patient admissions can be used by hospital staff outside of the ED, such as the hospital bed manager, to prepare for and manage admissions and bed demand. With reliable information to predict the likeliness of being admitted, effective bed management strategies could be deployed earlier in the admission continuum cycle.

Predictive Modeling in Health Care

A variety of models have been used to estimate the risk of hospital admission from the ED, including logistic regression and machine learning, and a variety of predictor variables have been used, including the primary complaint, prior ED visits, referral source, medical history, and mode of arrival. However, model reliance on information that is not readily available (such as patient records) or is inaccurate (such as patient reports of medical history) can be problematic for the application and operation of hospital-admission prediction models. Immediately available point-of-care information from patient biomarkers, such as age, gender, vital signs, and acuity level, offer an advantage over previously collected information [61].

Currently, there is no benchmark to compare hospital admission prediction models. This was evidenced by the authors’ previous systematic review and critical assessment study of models predicting hospital admission, which found that all had potential biases [61].

Biomarker Indicators of Admission

The word “biomarker,” short for “biological marker,” refers to a broad category of objective indicators of medical state that can be measured accurately and reproducibly [62]. Examples of biomarkers are age, x-ray images, vital signs, genes, alleles, gender, cognitive state, and acuity level. Vital signs are the most essential biomarker for monitoring hospitalized patients and are the simplest, least expensive, most readily available, and probably the most important information gathered on patients [63]. They are especially useful in the ED environment, which is populated by patients with a variety of symptoms and conditions, challenging care providers to assess patients quickly. Failure to recognize patient severity or acuity can be detrimental or fatal in the ED. Vital signs that are assessed in real time provide an opportunity to avert this risk to patients, because changes in vital signs have been shown to occur several hours before serious adverse events [64-68]. As such, vital signs can be used to identify ED patients at risk of deterioration [67-72]. The purpose of this study was to report on the development of a model that used patient biomarkers collected at triage (the 5
vital signs and age, gender, and acuity level) for the early prediction of the risk of imminent hospital admission or transfer from the ED for adult patients.

**Methods**

**Study Design**

This retrospective cohort study evaluated 1 year of consecutive data events for adult patients admitted to the ED and developed an algorithm to predict which patients would require imminent hospital admission. Eight variables collected at triage were evaluated for their role in the outcome of the patient ED visit. Logistic regression was used to model the study data.

**Study Setting, Data Source, and Population**

The sample population of deidentified data was drawn from 1 year (January 1, 2019, through December 31, 2019) of consecutive ED admissions to an academic medical center and were queried from its Informatics for Integrating Biology to the Bedside (i2b2) database [73], part of the National Institutes of Health–funded National Centers for Biomedical Computing. Transfer patients (ie, ED patients requiring inpatient hospital admission who were transferred to other hospitals for clinical reasons, such as to receive specialty care) were grouped with admitted patients, because their clinical presentation and reasons for transfer to other facilities for inpatient admission were clinically identical to those of admitted patients [74]. The academic medical center ED is a 48-bed, level-1 adult trauma center with an average daily ED census of 300 patients. The hospital has 1157 beds enterprise-wide.

**Table 1.** Eight variables were analyzed for their utility in predicting hospital admission and discharge.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Means of collection</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Predictor variables</strong></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>Provided by patient (or family or friend if patient was unable to report)</td>
</tr>
<tr>
<td>Acuity</td>
<td>The standardized 5-level Emergency Severity Index [86] was used by the triage nurse to categorize patient acuity from most urgent (level 1) to least urgent (level 5)</td>
</tr>
<tr>
<td>Systolic blood pressure; diastolic blood pressure; heart rate, respiration rate; temperature</td>
<td>Typical, standardized methods were used to collect vital signs; blood pressure was the only variable collected by 2 methods: manual (the primary method) and automated</td>
</tr>
<tr>
<td>Gender</td>
<td>Provided by patient (or family or friend if patient was unable to report); if the patient was unaccompanied, clinicians determined gender by visual inspection</td>
</tr>
<tr>
<td><strong>Outcome variable</strong></td>
<td></td>
</tr>
<tr>
<td>Admitted or discharged</td>
<td>Determined by physician</td>
</tr>
</tbody>
</table>

**Study Protocol and Data Management**

The data were exported from i2b2, imported into an Excel table for review and cleaning, then exported to the Stata statistical package (version 14.1; StataCorp) for analysis. The data were evaluated for missing values.

**Data Analysis and Model Development**

Data distribution was investigated with summary statistics and histograms. We examined the univariate associations of age, systolic blood pressure (BP), diastolic BP, heart rate, acuity, and gender with the probability of admission using a logistic regression. Traditional logistic regression assumes that the association between continuous risk factors and the probability of admission is linear on a log-odds scale. We considered a more flexible model in which continuous risk factors were included as fractional polynomials, a model-building technique that allows for nonlinear associations [87], and temperature, respiration, and acuity were included as categorical risk factors.

We performed a multivariable fractional polynomial (MFP) analysis that included all risk factors. Temperature values were tightly clustered, with 97% of values between 36.1 °C and 37.8 °C, with a wide spread in values above and below these values. For the purposes of modeling, we created a modified...
temperature variable where values less than 36.1 °C or greater than 37.8 °C were truncated. Fractional polynomials of the modified temperature were combined with dummy variables indicating high (>37.8 °C) and low (<36.1 °C) temperatures. Respiration was included as a categorical variable due to difficulty in modeling the association between respiration as a continuous variable and the probability of admission. The MFP analysis included nonlinear relationships if they were sufficiently supported by the data. The fit of a second order fractional polynomial was compared to that of the null model, the linear model, and finally to the optimal first-order polynomial. Convergence was achieved when the functional forms did not change. The significance level for the comparison of fractional polynomial models was set equal to 0.01. As some subjects visited the ED more than once, we considered a robust MFP analysis that allowed for correlation between repeat observations of the same subject. Descriptive statistics considered each patient visit as unique. Patient numbers refer to the number of ED encounters.

Model performance was assessed by discrimination and calibration. Discrimination, the model’s ability to accurately distinguish between admission and nonadmission [88], was measured with the area under the receiver operating characteristics curve (AUROC) [89]. To assess potential overoptimism, we also calculated a 10-fold cross-validated AUROC. Calibration, the extent to which the model-predicted probabilities agree with observed binary outcomes [90], is a more appropriate gauge of model performance [91] and was measured by Hosmer-Lemeshow goodness of fit and evaluated graphically using a “calibration belt” [92] for internal validation. The calibration belt methodology formulated the relationship between the predictions and the true probabilities of admission with a second logit regression model based on a polynomial transformation of the predictions. The degree of the polynomial was forwardly selected, beginning with the second order on the basis of a sequence of likelihood-ratio tests [91].

The model was designed to be hospital-specific with application to a particular ED population. As such, we did not measure external validity. Risk factors were evaluated for extreme values, resulting in the loss of less than 2% of patient events overall.

**Ethical Considerations**

Ethical approval to conduct the investigation was obtained from The University of Alabama at Birmingham Institutional Review Board (IRB-300007437). This study was conducted on a data set that was void of any protected health information.

**Results**

**Descriptive Data**

The population consisted of 93,847 adults (age ≥18 years) who were fully triaged, general-medicine (ie, nonpsychiatric and nonobstetric) patients admitted to the ED from January 1, 2019, through December 31, 2019, and subsequently discharged from the ED or admitted to the hospital. The mean age of the 93,847 patients was 46.3 years; 55.6% (52,147) were female; 56.4% (52,974) had acuity level 3; mean systolic BP was 139 mmHg; mean diastolic BP was 84 mmHg; mean heart rate was 87.2 beats/minute; mean respiration rate was 17.7 breaths/minute; and mean temperature was 36.8 °C (Table 2). Temperature and respiration rate had long-tailed, tightly clustered distributions. Temperature ranged from 27 °C to 40.3 °C with only 1% (938) of values less than 36 °C and 1% (938) greater than 38.4 °C. Respiration rate was recorded as a whole number and was clustered at even numbers, with 26% (24,400), 40% (37,539), and 12% (11,262) of subjects having respiration rates of 16, 18, and 20 breaths per minute, respectively, ranging from 10 to 40, with 1% (938) of values less than 14 and 1% (938) greater than 26. Compared to those not admitted, admitted patients were more likely to be male; be older; have lower systolic BP and lower diastolic BP; have higher heart rate, respiration rate, and temperature; and be more acute, as indicated by a lower Emergency Severity Index (ESI) [86] level. This index has a scale of 1 to 5, with 1 being most urgent and 5 being least urgent. Of those admitted, 45% (5779/12,711) had acuity scores less than 3, compared to only 8% (6426/81,136) of those not admitted.
Table 2. Values for predictor variables by admission status.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Not admitted (N=81,136)</th>
<th>Admitted (N=12,711)</th>
<th>Total (N=93,847)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>44.8 (17.4)</td>
<td>55.8 (16.9)</td>
<td>46.3 (17.3)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>35,169 (43.3)</td>
<td>6531 (51.4)</td>
<td>41,700 (44.4)</td>
</tr>
<tr>
<td>Female</td>
<td>45,967 (56.7)</td>
<td>6180 (48.6)</td>
<td>52,147 (55.6)</td>
</tr>
<tr>
<td>Systolic blood pressure (mm Hg), mean (SD)</td>
<td>139.1 (23.2)</td>
<td>137.9 (28.5)</td>
<td>139.0 (50)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mm Hg), mean (SD)</td>
<td>84.4 (13.5)</td>
<td>81.2 (16)</td>
<td>84. (13.9)</td>
</tr>
<tr>
<td>Heart rate (beats/minute), mean (SD)</td>
<td>86.3 (15.5)</td>
<td>92.9 (18.6)</td>
<td>87.2 (16.1)</td>
</tr>
<tr>
<td>Respiration rate (breaths/minute), mean (SD)</td>
<td>17.6 (1.8)</td>
<td>18.6 (3.1)</td>
<td>17.7 (2.1)</td>
</tr>
<tr>
<td>Temperature (°C), mean (SD)</td>
<td>36.8 (0.4)</td>
<td>36.8 (0.6)</td>
<td>36.8 (0.4)</td>
</tr>
<tr>
<td><strong>Emergency Severity Index level, n (%)a</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>23 (0)</td>
<td>571 (4.5)</td>
<td>594 (0.6)</td>
</tr>
<tr>
<td>2</td>
<td>6403 (7.9)</td>
<td>5208 (41)</td>
<td>11,611 (12.4)</td>
</tr>
<tr>
<td>3</td>
<td>46,454 (57.3)</td>
<td>6520 (51.3)</td>
<td>52,974 (56.4)</td>
</tr>
<tr>
<td>4</td>
<td>26,128 (32.2)</td>
<td>385 (3)</td>
<td>26,513 (28.3)</td>
</tr>
<tr>
<td>5</td>
<td>2128 (2.6)</td>
<td>27 (0.2)</td>
<td>2155 (2.3)</td>
</tr>
</tbody>
</table>

aRanges from most urgent (1) to least urgent (5).

Probability of Admission

Male admission rates were higher, at 15.7% (6531/41,700) compared to 11.9% (6180/52,147) for women. There was a strong association between acuity and admission, with the probability of admission falling sharply from 96.1% (571/594) for the most urgent patients (ESI 1) to 1.1% (23/2155) for the least urgent patients (ESI 5) (Table 3). Figure 1 shows variable distributions and their associations with the probability of admission, shown on a logit scale. Results are based on second order fractional polynomials. There was a clear, nonlinear association for all continuous variables except age. The probability of admission increased until age 80 and then leveled off. For systolic BP, diastolic BP, heart rate (Figure 1), respiration rate, and temperature (Figure 2), the association was nonlinear, with the probability of admission lowest at the center of the distribution and higher at the extremes. For example, for systolic BP, the probability of admission was lowest, at 15%, for values between 120 mm Hg and 150 mm Hg, and the probability of admission continued to rise at values outside this range, reaching 95% for values <75 mm Hg and a probability of 40% at values >235 mm Hg. Similarly, at a temperature of 36.7 °C, the probability of admission was lowest, at 17%, increasing to 50% at 39.4 °C and to 80% at 35 °C.

The MFP logistic regression showed significant associations with acuity, respiration, and gender, first-order fractional polynomials for age, and second-order fractional polynomials for systolic BP, diastolic BP, temperature, and heart rate.

Table 3. Probability of hospital admission by acuity level. The most acute patients are at Emergency Severity Index levels 1 and 2, with the least urgent at level 5. A total of 12,711 of 93,847 (13.5%) patients were admitted.

<table>
<thead>
<tr>
<th>Emergency Severity Index level</th>
<th>Total patients, n</th>
<th>Admitted patients, n</th>
<th>Probability of admission, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>594</td>
<td>571</td>
<td>96.1</td>
</tr>
<tr>
<td>2</td>
<td>11,611</td>
<td>5208</td>
<td>44.9</td>
</tr>
<tr>
<td>3</td>
<td>52,974</td>
<td>6520</td>
<td>12.3</td>
</tr>
<tr>
<td>4</td>
<td>26,513</td>
<td>385</td>
<td>1.5</td>
</tr>
<tr>
<td>5</td>
<td>2155</td>
<td>27</td>
<td>1.1</td>
</tr>
</tbody>
</table>
Figure 1. Histograms of variable distributions overlaid with graphs showing the probability of admission on a log-odds scale. The shaded areas around the curves represent the 95% CI. BP: blood pressure.

Figure 2. Histograms of variable distributions overlaid with graphs showing the observed admission rates.
**Fit and Calibration**

In Figure 3, the observed admission rate is plotted against the predicted admission rate based on the results of our final logistic regression model. There was excellent agreement between observed probabilities and predicted probabilities based on the model. The 95% CI fell below the identity line at the high end, which indicated that the model slightly overpredicted risk for patients who had a probability of admission over 0.59. This difference in probabilities was less than 0.04. For admission probabilities less than 0.59, the bias was less than 0.01.

**Figure 3.** Calibration belt of observed versus predicted admission probabilities. The bisector is the line of perfect calibration. The calibration belt (shown in gray) represents the 95% confidence level calibration of the model.

**Model Discrimination**

Model discrimination was measured with the AUROC (Figure 4). The AUROC was 0.841, indicating that the model had good ability to discriminate between patients who would and would not be admitted [93]. The 10-fold cross-validated AUROCs ranged from 0.839 to 0.842.

**Figure 4.** Area under the receiver operating characteristics curve for predicting admission. AUROC: Area under the receiver operating characteristics curve.
Missing Values

Age and gender values were complete for all 113,739 patients. Missing values for all other variables were very low, ranging from 1.5% to 1.9% (1650 to 2143), except for temperature and acuity, which were missing for 6.8% (7685) and 9.2% (10,419) of patients, respectively. As 83% (8,647/10,419) of cases missing acuity had been admitted, this group was identified as “missing not at random.” We found no evidence to suggest that temperature was not “missing at random,” and the degree of missingness was low enough that we did not expect it to bias results. Cases with missing values were excluded.

Discussion

Principal Findings

We have illustrated the application of sophisticated fractional polynomials to identify and model nonlinear associations between risk factors and the probability of admission using immediately available patient biomarkers (age, systolic BP, diastolic BP, heart rate, respiration rate, temperature, gender, and acuity level) collected at triage. The resulting prediction model exhibited excellent calibration with good agreement between observed and predicted admissions at all risk-of-admission levels. The model showed good ability to discriminate between patients who would and would not be admitted. Methodological techniques promoted internal validity and mitigated against overfitting and endogeneity, which can arise when predictor variables are correlated with the outcome due to their relationship with variables not in the model [94]. Given our large sample size, a priori inclusion of risk factors, and predictor selection based on topic knowledge, the risk of variable omissions was reduced, and the risk of overfitting due to the use of optimal fractional polynomials was not a concern. A 10-fold cross-validation yielded almost identical AUROC values.

Categorization of respiration rate and truncation of temperature could cause loss of relevant information [95]. However, our transformations were informed by the data: our cut-off points for respiration rate reflected how it was recorded (ie, responses were usually 1 of 3 values and showed a preference for even numbers), and although temperature was truncated, less than 4% (3753/93,847) of observations were affected, indicator variables for low and high temperature were included, and temperature was included as a continuous variable.

Anecdotal information suggests that in the practice of a busy ED, failure to record information deemed nonessential can occur when a patient is already scheduled for hospital admission, and this is most likely to occur when the patient is receiving life-saving care. These cases are very acute and are likely to be admitted. The patients with a missing acuity level tended to be very acute (ie, most cases with missing acuity were admitted) and we were comfortable excluding them, because they were not the patient group that the model aimed to identify as requiring admission; these patients likely had already been identified as urgently needing care and were already likely to be admitted. This is a site-specific model designed to operate in a test environment and show proof of concept; generalizability is not assumed. Because this model uses standardized biomarker data and not data specific to the study environment, it is possible that with recalibration, this model could be useful outside the study environment. It is worth noting, however, that in addition to the real-time availability of electronic patient data, a requirement of model implementation is an application to retrieve the data and apply it to the model algorithm to produce a patient’s likelihood of admission, then provide the information to bed managers to begin securing patient beds early.

This model, as proposed, has real-world utility for those involved in the patient admission continuum, because it allows patients to be moved out of the ED sooner, thereby easing exit block and benefiting patient care and hospital operations [59,60]. The model’s reliance on biomarkers that are routinely collected at the initial point of care (ie, ED triage) and have standardized definitions, measurements, and interpretations [62] is advantageous for a model that can be used very early in the patient care continuum. That, however, does not imply that model development and implementation within a setting is easy. Rather, the data coming from electronic medical records may require labor-intensive preparation to make it suitable for model development and implementation.

This model also showed that a hospital can develop a system for identification of patients at high risk of admission for use in resolving problems such as exit block. The model can be adapted to other ED environments using each ED’s individual data.

Comparison With Prior Work

Addressing ED overcrowding and exit block cannot be accomplished by applying a one-size-fits-all solution. The most recent prior work in this area centers around different methods and models for addressing the same problem—ED crowding. For example, Acuna et al [96] optimized ED crowding by creating an ambulance allocation model that led to a 31% improvement in ED crowding, and Isfahani et al [97] used a computer simulation model to assess the effect of ED discharge lounges, finding there was a 5% reduction in admission waiting times. In terms of applying algorithms, Brink et al [98] developed an 8-variable model to predict hospital admission for elderly patients and Marcusson et al [99] developed a 38-variable model to predict hospital admission for elderly patients; both models aimed at helping patients receive care sooner.

Limitations

The applicability of this study should be understood in the context of its limitations. As mentioned earlier, this study was performed as a proof of concept in a large academic medical center and may lack generalizability to other environments. If this model were applied in a setting where complex processes to secure inpatient beds are not undertaken by the hospital (involving, for example, providers, equipment, and other specialized resources for different patient conditions), or where securing beds does not require a large amount of time, then the time-saving advantages of this model would not be realized by bed managers. Additionally, there may have been confounding factors that were mediating or moderating factors in our model and outside the scope of this study. Lastly, while exit block and
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ED boarding have been reported internationally, this study was conducted in a US hospital, and is not internationally generalizable. Perhaps a similar, recalibrated version of our derived model would have applications in divergent ED settings. However, we recommend that other hospitals develop hospital-specific models using the MFP modeling techniques presented here.

Conclusion
This primary data study illustrates the application of a site-specific risk prediction model to reduce ED crowding due to exit block. MFPs were used to predict the probability of admission based on 8 biomarkers (5 vital signs and age; gender, and acuity level) and to generate variables utilized by the logistic regression model to produce a site-specific formula to analyze future input data. This intervention can reduce ED exit block, the known source of ED boarding and crowding, by enabling the hospital to seek and requisition hospital beds earlier and transition ED patients into those beds earlier. This intervention requires interdepartmental collaboration with the support of hospital management to be successfully implemented into hospital structures and processes. Compared to other interventions in the hospital admission and bed assignment process that have successfully reduced crowding [22,59,60], this model goes a step further by looking ahead to predict which patients will be admitted, thereby providing the needed information to initiate admission and bed assignment processes much earlier in the care continuum. The model’s prediction of patient admissions combined with the utility of real-time hospital data to improve congestion, flow, and patient admissions [59,60] results in a powerful tool to impact the ED crowding crisis.
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Abstract

Background: Treatment discontinuation (TD) is one of the major prognostic issues in diabetes care, and several models have been proposed to predict a missed appointment that may lead to TD in patients with diabetes by using binary classification models for the early detection of TD and for providing intervention support for patients. However, as binary classification models output the probability of a missed appointment occurring within a predetermined period, they are limited in their ability to estimate the magnitude of TD risk in patients with inconsistent intervals between appointments, making it difficult to prioritize patients for whom intervention support should be provided.

Objective: This study aimed to develop a machine-learned prediction model that can output a TD risk score defined by the length of time until TD and prioritize patients for intervention according to their TD risk.

Methods: This model included patients with diagnostic codes indicative of diabetes at the University of Tokyo Hospital between September 3, 2012, and May 17, 2014. The model was internally validated with patients from the same hospital from May 18, 2014, to January 29, 2016. The data used in this study included 7551 patients who visited the hospital after January 1, 2004, and had diagnostic codes indicative of diabetes. In particular, data that were recorded in the electronic medical records between September 3, 2012, and January 29, 2016, were used. The main outcome was the TD of a patient, which was defined as missing a scheduled clinical appointment and having no hospital visits within 3 times the average number of days between the visits of the patient and within 60 days. The TD risk score was calculated by using the parameters derived from the machine-learned ranking model. The prediction capacity was evaluated by using test data with the C-index for the performance of ranking patients, area under the receiver operating characteristic curve, and area under the precision-recall curve for discrimination, in addition to a calibration plot.

Results: The means (95% confidence limits) of the C-index, area under the receiver operating characteristic curve, and area under the precision-recall curve for the TD risk score were 0.749 (0.655, 0.823), 0.758 (0.649, 0.857), and 0.713 (0.554, 0.841), respectively. The observed and predicted probabilities were correlated with the calibration plots.

Conclusions: A TD risk score was developed for patients with diabetes by combining a machine-learned method with electronic medical records. The score calculation can be integrated into medical records to identify patients at high risk of TD, which would be useful in supporting diabetes care and preventing TD.
Introduction

Background

Diabetes is a chronic disease requiring both self-management and long-term management. Poor glycemic control increases the risk of complications, including cardiovascular and cerebrovascular diseases as well as macrovascular and microvascular diseases, such as nephropathy, retinopathy, and neuropathy [1-4]. To prevent the progression of these complications, adherence to dietary, exercise, and medication regimens is necessary [5]. Nonadherence has been shown to increase the risk of morbidity [4] and all-cause mortality [6].

Treatment discontinuation (TD), defined as dropping out of regular medical care, is likely to result in the worsening of glycemic control and progression of complications [3,4]. TD rates in patients with diabetes are rather high, ranging from 4% to 19% in the United Kingdom [3,4], 12% to 50% in the United States [7,8], and 13.5% to 56.9% in Japan [9,10]. Furthermore, patients who have previously discontinued treatment have been shown to have a 3-fold higher risk of repeated TD than those who have never done so [11].

Prior Work

Preventing TD is crucial in the management of diabetes, and several studies have statistically analyzed the factors associated with TD [6-8,12]. Previously identified factors include younger age [6,13], smoking [6,14], poor glycemic control [6,13,15,16], high blood pressure [13], obesity [9], medications [12,16], employment status [8,17], region [18], transportation barriers [7,19,20], clinical appointments [20], and complications [21]. The most commonly used statistical hypothesis tests are t test and chi-square test. However, a review [22] pointed out a variety of multilevel factors in association with TD with inconsistent findings. It has remained difficult for clinicians to carefully discern each patient’s risk of TD.

Machine learning (ML) may be useful for predicting each patient’s risk of TD by taking into account a wide variety of factors. Statistics focus on explaining outcomes with data, whereas ML focuses on predicting outcomes with data [23]. Although ML cannot identify consistent factors, it can inform clinicians about who is a high-risk patient for TD. It could help clinicians shift their time spent on identifying high-risk patients to encouraging them to continue treatment. According to a systematic review by Carreras-García et al [24], most studies designed their model as a binary classification problem [25] that classified scheduled appointments based on whether they were kept or missed. Furthermore, the most commonly used model was logistic regression, and the most frequently used metric was the area under the receiver operating characteristic curve (AUROC). However, as a binary classification outputs the probability of a missed appointment (MA) occurring after a predetermined period, it is limited in its ability to estimate the magnitude of TD risk in patients with inconsistent intervals between appointments. Even if a patient missed an appointment, if the frequency of visits was maintained such that their condition did not worsen thereafter, the TD risk of the patient would be low. An MA is a necessary but not sufficient condition for TD.

Goal of This Study

In this study, we aimed to develop a novel method of calculating TD risk via ML. We designed a prediction model of TD as a ranking problem with imbalanced data to compare patients by length of time until TD. The ranking problem [26] is an application of survival time analysis [27]. Cox regression [28] is generally used in statistical analysis, whereas the ranking model is used in ML [29-31]. Cox regression is a model of the hazard function in which the effects of the explanatory variables on outcomes are predetermined, requiring an assumption that they remain constant over time [28]. In contrast, the ranking model does not require this assumption and makes flexible use of the variables. Furthermore, because there was a concern that the learning model would have a heavier bias toward TD cases than treatment continuation (TC) cases, the sampling was devised on the basis of the findings of the imbalanced data.

The contributions of this work are as follows:

1. This study designed a prediction model of TD as a ranking problem with imbalanced data, which allows for a comparison of patients’ risk of TD with the time remaining before TD. This is the first study to use a machine-learned ranking model to predict TD.

2. The mean (95% confidence limits) of the C-index for the TD risk score obtained with the model was 0.749 (0.655, 0.823). This was higher than 0.662 (0.574, 0.748), which was obtained with the Cox regression model; the results for the AUROC and area under the precision-recall curve (AUPRC) were similar.

Methods

Ethics Approval

This study was approved by the research ethics committees of the Graduate School of Medicine and Faculty of Medicine at the University of Tokyo (approval number: 10705) and was conducted in accordance with the Declaration of Helsinki. Informed consent was obtained, and an opportunity to opt out of participation was provided.

Study Population

All data were collected from electronic health records (EHRs) at the University of Tokyo Hospital, which included 7551 patients who visited the hospital after January 1, 2004, and had diagnostic codes indicative of diabetes. Characteristics of patient in the training and test data are shown in Table 1.
Table 1. Characteristics of patients in the training and test data.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Training data (n=6509)</th>
<th>Test data (n=1042)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TD&lt;sup&gt;a&lt;/sup&gt; (n=204, 3.13%)</td>
<td>TC&lt;sup&gt;b&lt;/sup&gt; (n=6305, 96.86%)</td>
</tr>
<tr>
<td>Number of appointments, mean (SD)</td>
<td>4.8 (3.3)</td>
<td>10.4 (5.0)</td>
</tr>
<tr>
<td>Number of missed appointments, mean (SD)</td>
<td>1.6 (1.2)</td>
<td>1.6 (1.2)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20, n (%)</td>
<td>0 (0)</td>
<td>3 (0.05)</td>
</tr>
<tr>
<td>20-30, n (%)</td>
<td>5 (2.50)</td>
<td>45 (0.71)</td>
</tr>
<tr>
<td>30-40, n (%)</td>
<td>14 (6.90)</td>
<td>204 (3.24)</td>
</tr>
<tr>
<td>40-50, n (%)</td>
<td>28 (13.70)</td>
<td>452 (7.17)</td>
</tr>
<tr>
<td>50-60, n (%)</td>
<td>31 (15.20)</td>
<td>883 (14)</td>
</tr>
<tr>
<td>60-70, n (%)</td>
<td>47 (23)</td>
<td>1950 (30.93)</td>
</tr>
<tr>
<td>≥70, n (%)</td>
<td>79 (38.70)</td>
<td>2768 (43.90)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>127 (63.30)</td>
<td>3777 (59.90)</td>
</tr>
<tr>
<td>Female</td>
<td>77 (37.70)</td>
<td>2528 (40.10)</td>
</tr>
<tr>
<td>Hospital visit interval in days, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30, n (%)</td>
<td>4 (2)</td>
<td>283 (4.49)</td>
</tr>
<tr>
<td>30-60, n (%)</td>
<td>72 (35.30)</td>
<td>3237 (51.34)</td>
</tr>
<tr>
<td>60-90, n (%)</td>
<td>66 (32.30)</td>
<td>2140 (33.94)</td>
</tr>
<tr>
<td>≥90, n (%)</td>
<td>26 (12.80)</td>
<td>415 (6.58)</td>
</tr>
<tr>
<td>First visit, n (%)</td>
<td>36 (17.70)</td>
<td>230 (3.65)</td>
</tr>
<tr>
<td>HbA&lt;sub&gt;1c&lt;/sub&gt; (NGSP)&lt;sup&gt;d&lt;/sup&gt;, %, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;6, n (%)</td>
<td>31 (15.20)</td>
<td>770 (12.21)</td>
</tr>
<tr>
<td>6-7, n (%)</td>
<td>64 (31.40)</td>
<td>2281 (36.18)</td>
</tr>
<tr>
<td>7-8, n (%)</td>
<td>48 (23.50)</td>
<td>1788 (28.36)</td>
</tr>
<tr>
<td>≥8, n (%)</td>
<td>33 (16.20)</td>
<td>632 (10.02)</td>
</tr>
<tr>
<td>Missing value, n (%)</td>
<td>28 (13.70)</td>
<td>834 (13.23)</td>
</tr>
<tr>
<td>TG&lt;sup&gt;e&lt;/sup&gt;, mg/dL, mean (SD)</td>
<td>182.2 (167.4)</td>
<td>143.5 (96.5)</td>
</tr>
<tr>
<td>&lt;30, n (%)</td>
<td>0 (0)</td>
<td>4 (0.06)</td>
</tr>
<tr>
<td>30-150, n (%)</td>
<td>91 (44.60)</td>
<td>3601 (57.11)</td>
</tr>
<tr>
<td>150-300, n (%)</td>
<td>65 (31.90)</td>
<td>1631 (25.87)</td>
</tr>
<tr>
<td>300-750, n (%)</td>
<td>16 (7.80)</td>
<td>213 (3.38)</td>
</tr>
<tr>
<td>≥750, n (%)</td>
<td>3 (1.50)</td>
<td>11 (0.17)</td>
</tr>
<tr>
<td>Missing value, n (%)</td>
<td>29 (14.20)</td>
<td>845 (13.40)</td>
</tr>
<tr>
<td>HDL&lt;sub&gt;f&lt;/sub&gt;, mg/dL, mean (SD)</td>
<td>58.6 (15)</td>
<td>60.6 (16.9)</td>
</tr>
<tr>
<td>&lt;20, n (%)</td>
<td>0 (0)</td>
<td>2 (0.03)</td>
</tr>
<tr>
<td>20 to &lt;40, n (%)</td>
<td>15 (7.40)</td>
<td>387 (6.14)</td>
</tr>
<tr>
<td>40 to &lt;100, n (%)</td>
<td>159 (77.90)</td>
<td>4882 (77.43)</td>
</tr>
<tr>
<td>≥100, n (%)</td>
<td>3 (1.50)</td>
<td>126 (2)</td>
</tr>
<tr>
<td>Missing value, n (%)</td>
<td>27 (13.20)</td>
<td>908 (14.40)</td>
</tr>
<tr>
<td>LDL&lt;sub&gt;g&lt;/sub&gt;, mg/dL, mean (SD)</td>
<td>121.6 (31.3)</td>
<td>111.6 (26.8)</td>
</tr>
</tbody>
</table>
Test data (n=1042) Training data (n=6509) Characteristics

<table>
<thead>
<tr>
<th>Group</th>
<th>TCb (n=1004, 96.35%)</th>
<th>TD (n=38, 3.65%)</th>
<th>TC (n=1004, 96.35%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;60, n (%)</td>
<td>107 (1.70)</td>
<td>1 (3)</td>
<td>26 (2.59)</td>
</tr>
<tr>
<td>60-120, n (%)</td>
<td>2700 (42.82)</td>
<td>7 (18)</td>
<td>338 (33.67)</td>
</tr>
<tr>
<td>120-140, n (%)</td>
<td>988 (15.67)</td>
<td>2 (5)</td>
<td>125 (12.45)</td>
</tr>
<tr>
<td>≥140, n (%)</td>
<td>532 (8.44)</td>
<td>5 (13)</td>
<td>120 (11.95)</td>
</tr>
<tr>
<td>Missing value, n (%)</td>
<td>1978 (31.37)</td>
<td>23 (61)</td>
<td>395 (39.34)</td>
</tr>
</tbody>
</table>

TCb, mg/dL, mean (SD)

<table>
<thead>
<tr>
<th>Group</th>
<th>TCb (n=6305, 96.86%)</th>
<th>TD (n=204, 3.13%)</th>
<th>TC (n=1004, 96.35%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;130, n (%)</td>
<td>152 (2.41)</td>
<td>1 (3)</td>
<td>50 (4.98)</td>
</tr>
<tr>
<td>130-220, n (%)</td>
<td>4202 (66.65)</td>
<td>20 (53)</td>
<td>650 (64.74)</td>
</tr>
<tr>
<td>220-240, n (%)</td>
<td>516 (8.18)</td>
<td>6 (16)</td>
<td>97 (9.66)</td>
</tr>
<tr>
<td>240-280, n (%)</td>
<td>246 (3.90)</td>
<td>1 (3)</td>
<td>77 (7.67)</td>
</tr>
<tr>
<td>≥280, n (%)</td>
<td>43 (0.68)</td>
<td>0 (0)</td>
<td>29 (2.89)</td>
</tr>
<tr>
<td>Missing value, n (%)</td>
<td>1146 (18.18)</td>
<td>10 (26)</td>
<td>101 (10.06)</td>
</tr>
</tbody>
</table>

The data were recorded in the EHRs between September 3, 2012, and January 29, 2016. As illustrated in Figure 1, based on the calendar date, two-thirds of the data (days: 828/1243, 66.6%) were used for training (between September 3, 2012, and May 17, 2014) and the remaining one-third (days: 415/1243, 33.4%) was used for testing (between May 18, 2014, and January 29, 2016). The records used for training were not used for testing to ensure that the same patients were not included in both groups. A total of 6509 patients (204 cases of TD) were included in the training group, and 1042 patients (38 cases of TD) were included in the testing group.

Footnotes:
a) TD: treatment discontinuation.
b) TC: treatment continuation.
c) HbA1c: hemoglobin A1c.
d) NGSP: National Glycohemoglobin Standardization Program.
e) TG: triglyceride.
f) HDL: high-density lipoprotein.
g) LDL: low-density lipoprotein.
h) TCho: total choline.
Definition of TD

The TD of a patient was defined as missing a scheduled clinical appointment and having no hospital visits within 3 times the average number of days between the visits of the patient and within 60 days. Each patient’s average number of days between visits was calculated from the last 3 visit days. In other words, if 3 times the average number of days between visits was greater than 60 days, then 60 days was used as the threshold. Otherwise, 3 times the average number of days between visits was used as the threshold.

Other studies have defined TD as the lack of hospital visits over a particular threshold of time (between 1 day and 6 months) [6-8,12-21]. When the threshold was set at 60 days, 336 cases of TD were detected in the training data and 65 cases of TD were detected in the test data, but there was a trend that patients with longer visit intervals were more likely to be judged as TD cases. Therefore, we included both conditions in the definition.

Length of Treatment Until Discontinuation

Length of treatment was measured in 2 ways. First, TD ($p_m, t_m$) was defined as the number of days from the date $t_m$ to the missed scheduled clinical appointment associated with TD for the patient $p_m$ who had TD (or possible TD). In the second way, TC ($p_n, t_n$) was defined as the number of days from the date $t_n$ to the most recently recorded visit for the patient $p_n$ who had no TD.

For example, as shown in Figure 2, in the case of patient A, there were 30 days from $t_A$ to the most recently recorded visit, so TC ($p_A, t_A$) was set to 30 days. In the case of patient C, there were 60 days from $t_C$ to the missed scheduled clinical appointment associated with TD, so TD ($p_C, t_C$) was set to 60 days.
Class Design

The classification $y_{m,n}$ was based on the difference between a pair of treatment lengths. Here, $y_{m,n} = +1$ for the pair of TD $(p_m, t_m)$ for the patient $p_m$ and the date $t_m$ and TD $(p_n, t_n)$ for the patient $p_n$ and the date $t_n$ if TD $(p_m, t_m)$ is shorter than TD $(p_n, t_n)$ and the pair of TD $(p_m, t_m)$ and TC $(p_n, t_n)$ if TD $(p_m, t_m)$ is shorter than TC $(p_n, t_n)$, $y_{m,n} = -1$ for the pair of TD $(p_m, t_m)$ and TD $(p_n, t_n)$ if TD $(p_m, t_m)$ is longer than TD $(p_n, t_n)$ and for the pair of TC $(p_m, t_m)$ and TD $(p_n, t_n)$ if TC $(p_m, t_m)$ is longer than TD $(p_n, t_n)$. The classification was performed only when the patients had different times until TD, or when one patient had TD and the other had TC, where TC $(p_n, t_n)$ was longer than TD $(p_m, t_m)$. The classification was not performed on other occasions because the difference in time until TD between the 2 patients could not be compared. For the examples shown in Figure 2, the classes of the pair of TC $(p_A, t_A)$ and TD $(p_B, t_B)$ and that of TC $(p_B, t_B)$ and TD $(p_D, t_D)$, TC $(p_B, t_B)$ and TD $(p_C, t_C)$, and TD $(p_C, t_C)$ and TD $(p_D, t_D)$ were all set to $-1$.

Feature Design

To ensure that the factors related to TD were included, we designed a feature vector $x_{m,n}$ for patient $p_m$ at time $t_m$, representing the clinical conditions beginning with the initial visit and lasting until just before $t_m$. In total, 149,699 features, 51,778 qualitative features and 97,921 quantitative features, were used. Table 2 describes the features used for the prediction.

We designed the features using 3 classes of representation. The first included detailed demographic and clinical conditions (sex, age, previously consulted medical departments, diagnosed diseases, and prescribed medications). These had numerous features, most of which had a 0 value, leading to a very sparse representation.

The second class included changes occurring during the treatment of a patient to identify the risk of TD at each hospital visit. For example, we used the accumulated number of hospital visits, length of prescription time, number of medications prescribed, laboratory results, day of the week an appointment was scheduled, the interval between the date on which a clinical appointment was made and the scheduled appointment date, and the weather conditions on the appointment day. Detailed histories of hospital visits were included because features related to when and how appointments were made influenced the accuracy of the predicted MAs in our previous work [25].

The third class included data from public databases beyond the EHR. For instance, to represent the distance from a patient’s home to the hospital, we used a geographic information system and measured the distance and travel time. We also used information regarding patient occupations. The observed values of each quantitative variable, for example, blood test results, were linearly transformed (normalized) to make the variance of each variable equal to 1. The transformed variable was then assigned to the vector.

Figure 2. Examples of the value of the treatment discontinuation (TD) risk. TC: treatment continuation; W: weight vector; X: feature vector.
Table 2. Description of explanatory variables used for prediction.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Qualitative variables (n=51,778), n (%)</th>
<th>Quantitative variables (n=97,921), n (%)</th>
<th>Characteristic feature (reference)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary and secondary categories</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Attribute</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex and age</td>
<td>4 (0.01)</td>
<td>5 (0.01)</td>
<td>Sex and age</td>
</tr>
<tr>
<td>Address</td>
<td>492 (0.95)</td>
<td>492 (0.50)</td>
<td>Distance and time duration from the house to the hospital by public transport (geographic information system)</td>
</tr>
<tr>
<td>Insurance</td>
<td>67 (0.13)</td>
<td>3 (0)</td>
<td>Business-type category (health insurance societies of companies)</td>
</tr>
<tr>
<td><strong>Consultation</strong></td>
<td></td>
<td></td>
<td>Previous and recently consulted medical departments</td>
</tr>
<tr>
<td>Medical department, outpatient, and inpatient</td>
<td>267 (0.52)</td>
<td>514 (0.52)</td>
<td>Subject categories of consultation assigned by each medical department</td>
</tr>
<tr>
<td>Subject</td>
<td>8021 (15.49)</td>
<td>13,108 (13.39)</td>
<td>Subject categories of consultation assigned by each medical department</td>
</tr>
<tr>
<td>Time</td>
<td>33 (0.06)</td>
<td>105 (0.11)</td>
<td>Late arrival for an appointment</td>
</tr>
<tr>
<td>Appointment (intervals and changes)</td>
<td>74 (0.14)</td>
<td>197 (0.20)</td>
<td>Interval between the date on which a clinical appointment was made and scheduled appointment date</td>
</tr>
<tr>
<td><strong>Medicine</strong></td>
<td></td>
<td>How many times a day medication is taken</td>
<td></td>
</tr>
<tr>
<td>Directions of each medicine</td>
<td>10,346 (19.98)</td>
<td>17,678 (18.05)</td>
<td>Total amount of medication per day</td>
</tr>
<tr>
<td>Doses of each medicine</td>
<td>4570 (8.83)</td>
<td>33,403 (34.11)</td>
<td>Component (medicine code defined by the Ministry of Health, Labor and Welfare)</td>
</tr>
<tr>
<td>Component</td>
<td>2332 (4.50)</td>
<td>5082 (5.19)</td>
<td>Medication for outpatient to the department of Diabetes and Metabolic Diseases</td>
</tr>
<tr>
<td>Medical department, outpatient, and inpatient</td>
<td>324 (0.63)</td>
<td>678 (0.69)</td>
<td>Disease category under care and recovered (ICD-10)</td>
</tr>
<tr>
<td>Disease (recovered from and under treatment)</td>
<td>21,977 (42.44)</td>
<td>22,012 (22.48)</td>
<td></td>
</tr>
<tr>
<td><strong>Laboratory tests</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical department, outpatient, and inpatient</td>
<td>170 (0.33)</td>
<td>357 (0.36)</td>
<td>HbA1c, HDL-C, LDL-C, TG, TCho, etc</td>
</tr>
<tr>
<td>Order, exam and intervals</td>
<td>219 (0.42)</td>
<td>462 (0.47)</td>
<td>Interval between tests</td>
</tr>
<tr>
<td>Results</td>
<td>297 (0.57)</td>
<td>658 (0.67)</td>
<td>Categorized result according to the criteria (Diabetes Medical Guideline)</td>
</tr>
<tr>
<td>Physiological tests (order, exam, and intervals)</td>
<td>2237 (4.32)</td>
<td>2801 (2.86)</td>
<td>Interval between tests</td>
</tr>
<tr>
<td>Surgery (procedure)</td>
<td>336 (0.65)</td>
<td>338 (0.35)</td>
<td>Procedure name</td>
</tr>
<tr>
<td>Nutritional guidance (medical department, outpatient, and inpatient)</td>
<td>12 (0.05)</td>
<td>28 (0.03)</td>
<td>Guidance for inpatient to the department of Diabetes and Metabolic Diseases</td>
</tr>
</tbody>
</table>

aICD-10: International Classification of Diseases, Tenth Revision.
bHbA1c: hemoglobin A1c.
cHDL-C: high-density lipoprotein.
dLDL-C: low-density lipoprotein.
eTG: triglycerides.
fTCho: total choline.

All the features were generated by processing variables obtained from the EHRs. The category with the highest number of variables was medicine. Raw categorical variables such as medicine name, component, units, inpatient and outpatient category, and department that prescribed the medicine were extracted. Raw numerical variables such as amount, dosage, and number of days or times were extracted. In addition, new numerical variables were generated by combining categorical and numeric variables such as pairs of medicine name and amount, pairs of medicine name and dosage, and pairs of medicine name and number of days or times. New categorical variables such as pairs of medicine name and inpatient and outpatient category and pairs of medicine name and department were also generated. The category with the second highest
number of features was disease. Raw categorical variables such as disease name; disease category defined by International Classification of Diseases, Tenth Revision; treatment status (under treatment and recovering); and disease type (primary disease and secondary disease) were extracted. In addition, new categorical variables such as pairs of disease name and treatment status and pairs of disease name and disease type were generated. New numerical variables were also generated by counting the number of diseases that were under treatment and recovered for each disease category. The variables of the other categories were as follows. From the attribute category, categorical variables such as sex, names of regions and cities, insurance categories, and business-type categories were extracted. Numerical variables such as age and copayment rates were extracted. Distance and travel time were generated as new numerical variables using geographic information system from region and city names, as described in the third representation class. From the consultation category, categorical variables such as department, inpatient and outpatient category, and subject name of the reservation slot were extracted. Numerical variables such as time of arrival, appointment, clinic start, and clinic end were extracted. These time intervals were generated as new numerical variables. From the appointment category, categorical variables such as department and appointment status (new, change, and cancellation) were extracted. Numerical variables such as time of registration and reservation were extracted. The new numerical variables were generated, as described in the second representation class. From the laboratory and physiological tests categories, categorical variables such as test name, department, and inpatient and outpatient category were extracted. Numerical variables such as test values were extracted. From the surgery category, categorical variables such as operative name were extracted. From the nutritional guidance category, categorical variables such as department and inpatient and outpatient categories were extracted. Most features were generated using the following 3-step procedure. First, raw variables were extracted from each category, tied to their recorded times, and classified into categorical variables (eg, names of diagnosed diseases) and numeric variables (eg, number of medicines prescribed). Second, Categorical variables were further classified into raw categorical variables and frequency-transformed categorical variables. Third, the combinations of the raw categorical variables and the statistics of the frequency-transformed categorical variables were computed with varying window sizes to generate qualitative features and quantitative features, respectively. Numeric variables were transformed to linear and logarithmic scales, and their statistics were computed with varying window sizes to generate quantitative features. 4 statistics were used for feature generation: minimum, maximum, mean, and SD. To relate the most recent trends in circumstances to the TD risk score, periods of 3 months, 6 months, and 1 year before the target time were used as window sizes. A categorical variable was also added to indicate missing data if a feature was present for a shorter time than the window size. For example, from the attribute category, the features sex, age, address, and insurance were extracted to express demographic conditions. The features of sex consisted of 1 qualitative variable representing male or female, 3 quantitative variables representing its frequencies with the 3 window sizes, and 3 qualitative variables representing their missing values. The frequencies of the sex variable itself have no meaning, but because it is a variable that is always listed in each EHR, it was used to represent the number of EHRs in the window size. The features of age consisted of 2 quantitative variables of linear and logarithmic scales. The features of address consisted of 48 quantitative variables of the 4 statistics of the 2 scales of the distance and travel time from a patient’s home to the hospital with 3 window sizes, 48 qualitative variables representing their missing values, and 444 quantitative and qualitative variables representing the names of regions and cities and their frequencies. The features of insurance consisted of 67 qualitative variables representing insurance categories and business-type categories and 3 quantitative variables representing copayment rates.

**Model Design**

We established a TD risk prediction method based on the parameters of the machine-learned ranking model. There are several objective function designs for ranking models [32,33]. In particular, pointwise [26], pairwise [34-36], and listwise [37,38] approaches have been proposed. Furthermore, several learning algorithms have been developed, including ones that use logistic regression, neural networks [39], and boosting [40].

We designed the model on the basis of the pairwise approach and used logistic regression. The pairwise approach was appropriate as the only rating scale for learning was the TD risk score. Logistic regression was selected because it was the most frequently used approach in related work [24] and because it was used in our previous work [25].

We hypothesized that the risk of TD of patient $p_m$ can be calculated from a feature vector $x_m$ that incorporates a variety of patient information up to time $t_m$. Therefore, we assumed that the scalar TD risk can be represented by the inner product of a weight vector and the feature vector, that is, $w \cdot x_m$. To obtain the weight vector $w$, we modeled the probability that patient $p_m$ at time $t_m$ would discontinue treatment earlier than $p_n$ at $t_n$, with $x_m$ and $x_n$ attributed to $y_{m,n}$ with the logistic regression:

$$P(y_{m,n}|x_m,x_n; w) = 1 / (1 + \exp[-w \cdot (x_m - x_n)])$$

The notation $w \cdot (x_m - x_n)$ denotes the scalar product of $w$ and $x_m - x_n$.

**ML Design**

The ranking method, based on the pairwise approach, requires pairs of data for optimizing the parameters of the model. In general, $n(n-1)/2$ pairs can be generated for $n$ records with no censoring. As this study included censored data that were TCs, all pairs for optimization must satisfy the abovementioned combination rule. There was also a concern that the model would have a heavier bias toward TD cases than toward TC cases. According to survey papers [41-43] on biased data, sampling has often been attempted as a way to solve this problem [44,45]. We took the means of sampling 1 record from each patient to prevent biased learning on a small number of patients. When the $w$ estimate was computed, we randomly selected 1 recorded
date of a hospital visit for each patient and used the date $t_m$ or $t_n$ as the starting point of TD or TC to calculate TD ($p_m, t_m$) or TC ($p_n, t_n$). The number of all pairs satisfying the abovementioned combination rule with the sampling was 867,574 in the training data and 17,038 in the test data. The computational complexity of pairwise-based ranking learning is $O(n^2)$. The sampling results in a slightly reduced computational cost.

When the training data size, $N$, is smaller than the dimension of the feature vectors, or when sampling of the training data is biased, a maximum-likelihood estimation often overfits a logistic regression model to the training data, leading the model to rank many new patients inaccurately. We used an L2-norm regularization method [23] to mitigate overfitting and improve the generalizability of the model, as we did in our previous study [25].

Using training data \[\{(x_1, y_1, 1), \ldots, (x_N, y_N, N)\}\] we estimated $w$ as follows:

\[ \text{where the squared L2-norm of } w, \|w\|_2^2, \text{ is an L2-norm regularizer that acts as a mitigating penalty to provide large absolute weight values only to frequently occurring features in the training data.} \]

The symbol $\lambda$ is a hyperparameter for regularization and was tuned as follows: the training data were randomly split into 2 sets of data and used in a 2-fold cross-validation test; for each test, the prediction accuracy was evaluated with one set of data for training and the other set of data for testing, with $\lambda$ set to 0.1, 0.2, 0.5, 1, 2, 5, 10, 20, 50, and 100. The value of $\lambda$ at which the average prediction accuracy of the 2 tests was highest was chosen.

### TD Risk Score Design

The TD risk score of patient $p_m$ at time $t_m$ is represented by the logit value $w \cdot x_m$. The higher the value of the TD risk, the earlier TD is predicted to occur. Figure 2 shows an example of the TD risk value.

### Statistical Analysis

We implemented the model and ML optimization in-house in C and Python 3.7 and used it in all the experiments.

### Results

#### Distribution of TD and TC

The detailed demographic data are shown in Table 1. The average numbers of appointments by patients with TD and TC were 4.8 and 10.4, respectively, in the training group and 3.1 and 5.8, respectively, in the testing group. The difference in distribution was because of the training and test data were classified according to whether or not they had a history of hospital visits before May 17, 2014, and the duration of the training data (828 days) was approximately twice that of the test data (415 days). Furthermore, as shown in Figure 3, the training data included patients who had been attending the hospital since before September 3, 2012, which was the starting point for the experiment; thus, patients with TC in the training data tended to have more appointments. In contrast, patients with TC in the test data tended to have fewer appointments, as these data were limited to patients who had attended the hospital since May 17, 2014. However, the number of appointments for patients with TD was low for both training and test data as patients with TD generally had shorter hospital visits. The average numbers of MAs by patients with TD and TC were 1.6 and 1.6, respectively, in the training group and 1.2 and 1.3, respectively, in the testing group.
Predictive Performance Against TD

The hyperparameter $\lambda$ of the machine-learned ranking model was tuned with 2 cross-validations, and it was set to 10 in the testing stage. The C-index of the predicted ranking was calculated as the number of correctly ranked pairs divided by the total number of comparable pairs. During testing, the TD risk score generated by the algorithm performed well, with a C-index (95% confidence limits) of 0.749 (0.655, 0.823), and outperformed the Cox regression model, with a C-index (95% confidence limits) of 0.662 (0.574, 0.748). As shown by the Kaplan-Meier curve in Figure 4, it was able to correctly model the population at high risk for TD. 10.3% (36/349) of the patients whose calibrated risk scores were $\geq 0.5$ discontinued treatment within 100 days, whereas 93.9% (651/693) of the patients whose scores were <0.5 continued treatment for over 1 year.

The number of TD cases was much smaller in the data used in this study than the number of patients who did not interrupt their visits. As validation with the C-index alone might not be sufficient to evaluate the performance in the case of imbalanced data [45,46], the AUPRC was used in addition to the AUROC to evaluate whether the risk score could predict TD in a specific period, as shown in Table 3. Both the AUROC and AUPRC of the TD risk score were higher than those of the Cox regression model.

TD prediction within 6 months showed an AUROC (95% confidence limits) of 0.741 (0.641, 0.833) and an AUPRC (95% confidence limits) of 0.335 (0.193, 0.499). These values at 1 year were 0.758 (0.649, 0.857) and 0.713 (0.554, 0.841), respectively.

Subsequently, the TD risk score was converted to a range of 0 to 1 to validate the performance of risk stratification. As shown in the calibration plot using the test data in Figure 5, the observed and predicted TD rates were relatively correlated. These results indicate that the TD risk score can provide clinicians with information about the risk of TD in advance with favorable predictive performance and improve patient outcomes by providing room for interventions to avoid interruptions.
Figure 4. Kaplan-Meier curves displaying the probability of treatment discontinuation (TD) for the 2 groups of test data divided by the median TD risk scores obtained from the training data.

Table 3. Predictive performance against TD.a

<table>
<thead>
<tr>
<th>Months</th>
<th>AUROCb, mean (95% confidence limits)</th>
<th>AUPRCc, mean (95% confidence limits)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ranking model</td>
<td>Cox model</td>
</tr>
<tr>
<td>2</td>
<td>0.747 (0.607, 0.868)</td>
<td>0.668 (0.544, 0.787)</td>
</tr>
<tr>
<td>3</td>
<td>0.776 (0.666, 0.870)</td>
<td>0.691 (0.581, 0.793)</td>
</tr>
<tr>
<td>4</td>
<td>0.748 (0.637, 0.844)</td>
<td>0.641 (0.531, 0.746)</td>
</tr>
<tr>
<td>5</td>
<td>0.751 (0.651, 0.843)</td>
<td>0.666 (0.557, 0.768)</td>
</tr>
<tr>
<td>6</td>
<td>0.741 (0.641, 0.833)</td>
<td>0.645 (0.533, 0.751)</td>
</tr>
<tr>
<td>7</td>
<td>0.746 (0.645, 0.841)</td>
<td>0.660 (0.547, 0.764)</td>
</tr>
<tr>
<td>8</td>
<td>0.752 (0.650, 0.846)</td>
<td>0.677 (0.565, 0.781)</td>
</tr>
<tr>
<td>9</td>
<td>0.756 (0.654, 0.850)</td>
<td>0.675 (0.561, 0.785)</td>
</tr>
<tr>
<td>10</td>
<td>0.750 (0.646, 0.846)</td>
<td>0.691 (0.569, 0.800)</td>
</tr>
<tr>
<td>11</td>
<td>0.732 (0.625, 0.830)</td>
<td>0.680 (0.561, 0.793)</td>
</tr>
<tr>
<td>12</td>
<td>0.758 (0.649, 0.857)</td>
<td>0.687 (0.569, 0.798)</td>
</tr>
</tbody>
</table>

aTD: treatment discontinuation.
bAUROC: area under the receiver operating characteristic curve.
cAUPRC: area under the precision-recall curve.
Figure 5. The distribution of the predicted probability and observed probability of treatment discontinuation is shown in a line chart. Each point represents the observed and predicted probabilities for each of the 20 segments of the test population.

Items With the Largest Coefficient Values

The items with the largest coefficient values were examined to check for leakage, wherein unintended information is used for prediction and degrades the performance of the model. The 5 highest and the 5 lowest items are shown in Table 4. The specific mechanism by which each item contributes to the prediction is difficult to discuss at this time, but there were no items among the top 5 that suggested obvious leakage.

Table 4. Top 5 and bottom 5 explanatory variables obtained from the training set.

<table>
<thead>
<tr>
<th>Category</th>
<th>Weight size</th>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top 1</td>
<td>8.1</td>
<td>Frequency of visits with the reservation at the department of cardiovascular medicine within 3 months</td>
</tr>
<tr>
<td>Top 2</td>
<td>5.2</td>
<td>Frequency of visits with no letter of reference within 6 months</td>
</tr>
<tr>
<td>Top 3</td>
<td>5.2</td>
<td>Frequency of visits with no letter of reference within 3 months</td>
</tr>
<tr>
<td>Top 4</td>
<td>5.2</td>
<td>Frequency of visits with the reservation before an operation in the department of cardiovascular medicine</td>
</tr>
<tr>
<td>Top 5</td>
<td>5.2</td>
<td>Frequency of laboratory tests of protein in urine within 6 months</td>
</tr>
<tr>
<td>Bottom 1</td>
<td>−28</td>
<td>Frequency of blood pressure tests within 3 months</td>
</tr>
<tr>
<td>Bottom 2</td>
<td>−25</td>
<td>Frequency of appointments of carotid artery ultrasound examination within 3 months</td>
</tr>
<tr>
<td>Bottom 3</td>
<td>−16</td>
<td>Frequency of carotid echo tests within 3 months</td>
</tr>
<tr>
<td>Bottom 4</td>
<td>−15</td>
<td>Frequency of laboratory tests of HbA1c within 6 months</td>
</tr>
<tr>
<td>Bottom 5</td>
<td>−15</td>
<td>Frequency of laboratory tests of HbA1c within 1 year</td>
</tr>
</tbody>
</table>

*HbA1c*: hemoglobin A1c.

Discussion

Principal Findings

In this study, we generated a prediction model for the risk of TD using approximately 150,000 explanatory variables extracted from EHRs and advanced machine-learned techniques. The accuracy of the model’s prediction was validated.

Comparison With Prior Work

ML has been used in almost all aspects of diabetic research, especially in biomarker identification and diagnosis prediction [47-50]. The prediction of interruptions in medical visits requires the use of survival time analysis to build a model. However, there are few studies that have used ML for this purpose. In our study, to avoid the proportional hazard assumption of the Cox regression model and learning difficulties because of imbalanced data, we implemented a ranking method and showed that the scores calculated for each patient using the parameters obtained from the training data were useful for predicting TD, as shown in Table 3.

Our method is a novel way of constructing a survival regression model, and our experimental evaluation showed that it outperformed the existing Cox model in terms of the C-index and AUROC and AUPRC measures and that it would be a useful option for imbalanced data such as TD. The obtained level of performance was not significantly superior to that of the Cox regression model with regard to CIs. Nonetheless, it was not inferior. Many prediction tasks in the clinical domain require that imbalanced data be addressed by prediction models using survival time analysis. Our modeling method does not require the proportional hazard assumption of the Cox regression model and avoids the problem of learning from imbalanced data.
has no variable assumptions, which allowed us to use approximately 150,000 features. Therefore, we believe that our method is a new option for survival regression models in the clinical field.

Limitations
Our study had several important limitations that must be mentioned. First, the data were obtained from just one hospital. In addition, the test data were obtained by splitting up the data from just one hospital. They may not be entirely representative of other regions because of the different implementations and degrees of diabetes care. Consequently, the results of this study are not sufficient to assess the generalizability of our method; a study using more data from different hospitals will be required.

Second, the participants with a history of TD in this study represented only 1 subgroup of patients. Some could have discontinued treatment temporarily, and we were unable to capture these patients in this study. Moreover, if a patient changed clinics without notice and continued treatment elsewhere without any evidence in the EHR, their case would have been judged as TD cases, even if that would not have been accurate. Nonetheless, because this study relied on EHR information, the findings serve the purpose of evaluating the accuracy of the model using real-world data.

Third, our method used a large number of features and optimized them with the L2-norm regularizer, which made it difficult to find features of high importance that contribute to the prediction. In the future, we intend to investigate ways to improve interpretability, such as by using explainable artificial intelligence and Lasso regularization.

Fourth, a large number of features were generated in the predefined procedure, and the inherent trends and meanings of each feature in itself are not adequately considered. The features need to be designed more appropriately to improve the interpretability of the results.

Fifth, our method was superior to the binary classification model in that it could compare a patient’s risk of TD with the time remaining until TD. However, it requires $O(n^2)$ pairs to learn the model parameters, whereas a binary classification requires only $O(n)$ records for $n$ training data. We need to reduce the computational cost.

Finally, it should be noted that as ML generally reflects the characteristics of the majority, our results suggest that the predictive performance obtained in this study cannot be applied to a minority of clusters in the population, such as pediatric patients.

Conclusions
We developed a novel prediction model for calculating the TD risk score by applying a machine-learned ranking model to EHR data. This score showed high prediction performance and outperformed the Cox regression model. Our model can alert clinicians about the risk of TD in advance and would be useful in improving patient outcomes by providing room for interventions to avoid interruptions and support diabetes care. In addition to estimating the TD risk score, we are studying ways to predict glycemic control in patients with diabetes to further improve their care.
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Abstract

Background: The COVID-19 pandemic is becoming one of the largest, unprecedented health crises, and chest X-ray radiography (CXR) plays a vital role in diagnosing COVID-19. However, extracting and finding useful image features from CXRs demand a heavy workload for radiologists.

Objective: The aim of this study was to design a novel multiple-inputs (MI) convolutional neural network (CNN) for the classification of COVID-19 and extraction of critical regions from CXRs. We also investigated the effect of the number of inputs on the performance of our new MI-CNN model.

Methods: A total of 6205 CXR images (including 3021 COVID-19 CXRs and 3184 normal CXRs) were used to test our MI-CNN models. CXRs could be evenly segmented into different numbers (2, 4, and 16) of individual regions. Each region could individually serve as one of the MI-CNN inputs. The CNN features of these MI-CNN inputs would then be fused for COVID-19 classification. More importantly, the contributions of each CXR region could be evaluated through assessing the number of images that were accurately classified by their corresponding regions in the testing data sets.

Results: In both the whole-image and left- and right-lung region of interest (LR-ROI) data sets, MI-CNNs demonstrated good efficiency for COVID-19 classification. In particular, MI-CNNs with more inputs (2-, 4-, and 16-input MI-CNNs) had better efficiency in recognizing COVID-19 CXRs than the 1-input CNN. Compared to the whole-image data sets, the efficiency of LR-ROI data sets showed approximately 4% lower accuracy, sensitivity, specificity, and precision (over 91%). In considering the contributions of each region, one of the possible reasons for this reduced performance was that nonlung regions (eg, region 16) provided false-positive contributions to COVID-19 classification. The MI-CNN with the LR-ROI data set could provide a more accurate evaluation of the contribution of each region and COVID-19 classification. Additionally, the right-lung regions had higher contributions to the classification of COVID-19 CXRs, whereas the left-lung regions had higher contributions to identifying normal CXRs.

Conclusions: Overall, MI-CNNs could achieve higher accuracy with an increasing number of inputs (eg, 16-input MI-CNN). This approach could assist radiologists in identifying COVID-19 CXRs and in screening the critical regions related to COVID-19 classifications.
Introduction

Background

In early 2020, COVID-19 was officially announced as a pandemic by the World Health Organization (WHO), which rapidly spread to become one of the largest unprecedented health crises worldwide [1]. To date, the COVID-19 pandemic has heavily impacted the global economy and threatened many people’s lives [1]. According to the latest WHO reports, by July 2021, 190,671,330 people have been confirmed to have COVID-19, contributing to 4,098,758 deaths. In the United States, there have been 33,741,532 confirmed cases with 603,880 deaths [2]. At the time of writing, the United States, India, and Brazil have the highest numbers of confirmed cases globally, followed by France, Russia, Turkey, and the United Kingdom [2].

Luckily, several types of COVID-19 vaccines have been rapidly and accurately developed, such as Pfizer-BioNTech, Moderna, Johnson & Johnson’s Janssen, and others, which are reaching an increasing number of populations worldwide [3]. For instance, by July 2021, 3,436,534,998 vaccine doses had been administered worldwide and 341,759,270 vaccine doses had been administered in the United States [2]. Unfortunately, the crisis of COVID-19 remains severe, primarily since the Delta variant of SARS-CoV-2 was first identified in December 2020 in India, followed by the second large wave in the country. This new variant quickly spread to more than 92 countries to become the dominant viral COVID-19 strain in the world [4]. Moreover, a more recent variant of SARS-CoV-2, Omicron, was reported in December 2021 and spread globally thereafter [5-7].

Currently, polymerase chain reaction (PCR), especially real-time reverse-transcription-PCR (RT-PCR), is considered the gold standard for diagnosing COVID-19. However, this method has many problems such as being time-consuming or requiring specialized personnel and laboratories [8,9]. In addition, medical imaging such as chest X-ray radiography (CXR), chest computed tomography (CT), and magnetic resonance imaging also serves as an important alternative method for COVID-19 diagnosis [1,8,10]. CXR is the imaging technique that was first used to diagnose COVID-19 and continues to play an important role in clinical diagnosis [11-16].

A chest CT scan could be more sensitive than CXR for the diagnosis of COVID-19; however, some significant issues hinder its use, such as high costs, time-intensive processes to scan a single patient, high levels of ionizing radiation, and limited access in some hospitals or health centers [8-16]. Therefore, CXR remains an affordable imaging technique that is widely used to diagnose COVID-19 with a much lower radiation dose [17]. In addition, in clinical practice, the RT-PCR test is often combined with a CXR examination to reduce the false negatives, and to assess the extent and severity of the disease [8,9].

Prior Work

In some conditions, extracting and finding useful image features from CXRs impose a heavy workload for radiologists [9,15,18]. In recent years, deep learning has become one of the most popular research topics in image classification, identification, and segmentation [8,19-24]. Compared to conventional approaches of image analysis, deep-learning methods usually have better efficiency in extracting image features since they do not require human supervision to determine the critical image features. The convolutional neural network (CNN) is one of the most representative examples of deep learning for learning and recognizing specific image features [8,19,20,25]. Therefore, integrating an efficient CNN architecture into diagnostic systems would help to reduce the workload of radiologists, while increasing the reliability of the result and enabling quantitative analysis [20]. To date, several CNN models have been reported to differentiate COVID-19 cases from other (non-COVID-19) cases with CXR, including GoogleNet, ResNet50, VGG19, MobileNetV2, and Inception. Most of these models could achieve very high accuracy (up to 99%) in the classification of COVID-19 [11,13-16,18,26-31]. Thus, deep learning with CXRs could be a valuable method to identify COVID-19.

In most of these previous studies, the CNN models were trained with whole-image CXRs as a single input for the classification [9,11,13-16,18,26-31]. Other studies also attempted to develop new CNN models that accept multiple inputs; such multiple-input CNNs (MI-CNN) could effectively improve the classification accuracy and demonstrated better performance than single-input CNNs [32-34]. Because an MI-CNN could provide different features, fusing these network features together could improve the accuracy of the entire system [34]. To date, MI-CNNs have been applied in the fields of facial expression and gender recognition [33,34] or flower grading [35]. However, most of the MI-CNN models developed in previous studies used whole images as at least one of the CNN inputs, and the prefeatured images were used as the other inputs [33,34]. To our best knowledge, few studies have reported using MI-CNNs to detect and analyze COVID-19 CXRs. In addition, some of the obtained features can allow the network to determine the correct result, while other features can also cause serious misjudgment [34]. Thus, evaluation of feature contribution and removal of negative CNN features are critical steps toward increasing the reliability of disease diagnosis. However, few studies have explored the feasibility of using an MI-CNN to extract important image regions and exclude the contribution of the irrelevant features for the classification of COVID-19.

In this study, we developed a novel COVID-19 classification strategy with MI-CNN models. CXR images could be evenly segmented into different regions, and each MI-CNN input could process only one part of the COVID-19 CXRs. Furthermore, MI-CNNs could screen the critical regions for the classification.
of COVID-19 CXRs and exclude irrelevant image regions that falsely contribute to the COVID-19 classification.

**Methods**

**COVID-19 and Normal CXR Image Data Sets**

In this study, 6205 CXR images (including 3021 COVID-19 CXRs and 3184 normal CXRs) were obtained from previous reports [14,36,37]. All of the CXR images were resized to 320×320 pixels to obtain 16 image segmentations. All CXR images were used in the original PNG format without any modification.

**Ethics Approval**

The ethics review was waived due to the use of secondary publicly available data, along with a lack of manipulation or intervention of human subjects, as determined by the Louisiana State University Institutional Review Board.

**Design of the MI-CNN Architecture**

Figure 1 provides a schematic diagram of the MI-CNN architecture, which is composed of the convolution part and classifier part. Each CXR was evenly segmented into 2, 4, or 16 different regions, and each type of image segmentation was loaded into the corresponding MI-CNN model (2-input, 4-input, and 16-input MI-CNNs). For the single-input CNN, the whole CXR image was directly loaded into the model. For the convolution part, each MI-CNN input had three convolutional sections. Each convolutional section included one 2D convolutional layer, one batch normalization (Batch_Normal), and one leaky rectified linear unit (ReLu) layer. All three 2D convolutional layers were set to a (5, 5) filter size. The filter number was set to 8 for the first 2D convolutional layer (Conv1), 16 for the second 2D convolutional layer (Conv2), and 32 for the third 2D convolutional layer (Conv3). A one max-pooling layer was used after the three convolutional sections.

There were three fully connected (FC) layers for the classifier part: the first FC (FC1) was set to receive the outputs from each MI-CNN input, FC2 was used to fully connect all of the FC1 outputs from all MI-CNN inputs, and FC3 was used to determine the CXR category (COVID-19 or normal). Accuracy, sensitivity, specificity, and precision were calculated for model performance evaluation.

**Segmentation of Lung Regions Through the Most Strongly Activated Convolutional Layer**

The crucial steps in the automatic analysis of CXRs are accurate lung boundaries detection and their classification as normal or abnormal [17]. Segmentation of lung boundaries in medical imaging allows for disease identification, including for the detection of COVID-19 [17]. In the single-input CNN, the strongest activations of the second convolutional layer could yield the best profile of the lung regions, as shown in Figure 2.

To extract both the left-lung region of interest (ROI) and the right-lung ROI, the CXR was first divided into two even parts and then the left part of the CXRs was flipped over horizontally. Since the lung regions are relatively darker than the surrounding anatomical structures (the white regions), the edges of the left and right lung regions could be determined by the starting (blue lines) and end (red lines) points in each column. The coordinates of the lung edges were then projected onto the original CXRs. However, for some CXRs from patients at severe COVID-19 stages, it can be challenging to identify the lung regions from surrounding regions. Therefore, a rectangular region with minimum and maximum coordinates of the lung edges was used to crop the whole lung regions.
Screening Critical Regions for COVID-19 Classification

Although deep-learning approaches have been widely applied in analyses of medical images, few studies have reported the use of MI-CNN models to analyze the contributions of the critical ROIs and exclude the false contributions of regions that are irrelevant for the classification of diseases. To find the critical regions and exclude the irrelevant regions for the classification of COVID-19 CXRs, we explored the relationship between the outputs ($R$ matrix) of each convolutional branch (also serving as the inputs of the classifier part) and the final activations (FC3 layer) of the classifier part, as shown in Figure 3.

The approximate relationship between FC1 and FC2 activations could be found through the weight matrix of the FC2 layer ($W$ matrix in Figure 3). The weight matrix of the FC3 layer ($Y$ matrix in Figure 3) could provide an approximate relationship between FC2 and FC3 activations. Therefore, the relationship between MI-CNN inputs ($R$ matrix) and the final classification (FC3 activations) could be approximately evaluated through the matrix product ($Z$ matrix) of the $W$ and $Y$ weight matrices. Furthermore, the final classification of COVID-19 or normal CXR was approximately determined by the maximum values of FC3 activations. The classification could then be approximately determined by the maximum elements of the element-wise multiplication between the $Z$ matrix and $R$ matrix (Figure 3).

Regarding the region contributions, the correctly classified images in the testing data sets were grouped with the labels of the corresponding regions (R1 to R16) that gave the maximum elements of element-wise multiplication ($Z$ and $R$ matrices). The region contributions could then be evaluated according to the percentages of the correctly classified images of each MI-CNN input.

All analyses were conducted with MATLAB R2020b (MathWorks Inc) on an HP Z2620 Workstation computer with a NVIDIA Tesla K80 GPU Accelerator.
**Results**

**Evaluation of MI-CNNs With Different Inputs for Discrimination of COVID-19 and Normal CXRs**

To evaluate the performance of the single-input CNN and MI-CNNs with 2, 4, and 16 inputs, 90% of the CXR data sets were used for training and the rest (10%) were used for testing.Five-fold cross-validation was used for all MI-CNN models. Figure 4 shows the training accuracy and loss curves of the 1-, 2-, 4-, and 16-input MI-CNNs, and each training had 50 epochs with a 0.01 learning rate. Throughout the 50-epochs training, the three MI-CNNs had higher training accuracy than the 1-input CNN. In addition, the 1-input CNN had much higher loss at the beginning of the training (with 20 epochs) than the MI-CNNs, but showed similar loss to that of the MI-CNNs until 35 epochs. After 50 epochs, there was an approximate 0.02 training loss for the MI-CNNs and 0.05 for the 1-input CNN. The MI-CNNs also had approximately 3% higher accuracy than the 1-input CNN (~99% vs 96%). In addition, at the beginning of the training curves, MI-CNNs showed higher training accuracy, which was 50.94% for the 1-input CNN, 62.53% for the 2-inputs MI-CNN, 66.66% for the 4-inputs MI-CNN, and 72.60% for the 16-inputs MI-CNN.

Regarding the testing evaluations (Figure 5), all MI-CNNs exhibited good performance in the classification of COVID-19 and normal CXRs, which could achieve over 93% accuracy, sensitivity, specificity, and precision. Similar to the training accuracy and loss, MI-CNNs with more than 2 inputs also exhibited better classification efficiency than the 1-input CNN. For instance, the MI-CNNs usually had over 95% accuracy, sensitivity, specificity, and precision, whereas these metrics only reached around 93% for the 1-input CNN under the same conditions.

However, for MI-CNNs, the testing performance increased with more inputs, in which the 16-inputs MI-CNN showed the best classification of COVID-19 CXRs and exhibited the highest accuracy (up to a mean of 97.10%, SD 1.08%) and sensitivity (up to a mean of 97.77%, SD 1.71%); however, there was only a minimal difference in the specificity and precision between the 2-input and 16-input MI-CNNs (approximately 1%-2% smaller than those of the 4-inputs MI-CNN).

As shown in the receiver operating characteristic (ROC) curves in Figure 6, all MI-CNNs with different inputs had good efficiency in the classification of COVID-19 and normal CXR, with the 4-inputs MI-CNN showing the best performance (Figure 6a). Similar to the testing data sets, the MI-CNNs had an area under the ROC curve (AUC) value of 0.98 for all inputs. However, the MI-CNNs had much higher AUC values (over 0.99) than that of the 1-input CNN (mean 0.982, SD 0.005), and the 4-inputs and 16-input MI-CNNs had the largest AUC values overall (0.995) (Figure 6b).
Figure 4. (a) Accuracy-epoch and (b) loss-epoch curves of the 1-input convolutional neural network (CNN) and 2-, 4-, and 16-input CNNs. Each curve represents the average of 5 five-fold cross-validation; the learning rate was 0.01 in all cases.

Figure 5. (a) Accuracy, (b) sensitivity, (c) specificity, and (d) precision of the of 1-input convolutional neural network (CNN), and the 2-, 4-, and 16-input CNNs.
Classification of COVID-19 and Normal CXRs With Left- and Right-Lung ROI Data Sets

Figure 7 indicates the training accuracy epoch and loss epoch of the ROI data sets with the 1-input CNN and 2-inputs MI-CNN. Left- and right-lung ROI curves were obtained from the corresponding data sets of left or right lung regions, which were trained with the 1-input CNN. The LR-ROI curves were obtained from the left and right data sets, serving as the two inputs of the 2-inputs MI-CNN. All of these models were run with 100 epochs and a 0.001 learning rate, and were repeated five times.

From Figure 7, it can be seen that the 1-input CNN (both left- and right-lung ROIs) exhibited a higher accuracy curve and lower loss curve than the 2-inputs MI-CNN with the LR-ROI data set; however, all three methods showed similar accuracy (~97.0%) and loss (~0.05) at the end of the training. The LR-ROI data set resulted in approximately 15% higher accuracy than that of the left and right ROI data sets at the beginning of the training.

For the LR-ROI testing data sets (Figure 8), MI-CNNs showed good efficiency for the classification of COVID-19 CXRs, although the accuracy, sensitivity, specificity, and precision were slightly lower than those of the whole-image data sets (but still above 90%). There was almost no difference in the accuracy between the 1-input CNN and 2-inputs MI-CNN in the accuracy (~92%) for all three data sets (Figure 8a). LR-ROI showed the largest sensitivity (up to a mean of 94.55%, SD 2.90%), followed by the right ROI (93.30%, SD 3.27%) and then the left ROI with a slightly lower value (91.27%, SD 2.64%). By contrast, the left-lung ROI data set had larger specificity (mean 93.09%, SD 0.23%) and precision (mean 92.71%, SD 0.52%) than those of the right-lung ROI and LR-ROI (both approximately 90%).

Therefore, the three ROIs showed similar efficiency (similar accuracy) in classifying COVID-19 CXRs. Compared to the left-lung ROI method, higher sensitivity with the LR-ROI and right-lung ROI data sets indicated that the two CNN models (especially the 2-inputs MI-CNN) had better capability to identify COVID-19 CXRs from the normal CXRs correctly. Left-lung ROI had a lower probability of falsely recognizing normal CXRs as COVID-19 CXRs. Overall, LR-ROI and right-lung ROI had better efficiency in detecting COVID-19 CXRs, while the left-lung ROI method was better for identifying normal CXRs.

Based on the ROC curve, the 2-inputs MI-CNN with the LR-ROI data sets also showed relatively better performance than the 1-input CNN (left- or right-lung ROI) in classifying COVID-19 and normal CXRs, given its larger AUC value (mean 0.980, SD 0.005), as shown in Figure 9. In the 1-input CNN, the right-lung ROI data set showed better efficiency (mean AUC 0.975, SD 0.008) in identifying COVID-19 CXRs than the left-lung ROI (mean AUC 0.972, SD 0.008), as shown in Figure 9b.

In addition, LR-ROI data sets were also evaluated using the 4-input and 16-input MI-CNNs (see Figures S1 and S2 in Multimedia Appendix 1). The results showed almost no difference among different inputs of MI-CNNs, although the 2-inputs model had much higher sensitivity (mean 94.55%, SD 2.90%) than that of the 4-input (mean 92.72%, SD 4.37%) and 16-input (mean 93.42%, SD 2.25%) MI-CNNs.
Figure 7. (a) Accuracy-epoch and (b) loss-epoch curves of the 1-input convolutional neural network (CNN) and 2-inputs CNN with the left-lung region of interest (L-ROI), right-lung region of interest (R-ROI), and left and right lung region of interest (LR-ROI) data sets. Each curve represents the average of five replicates; the learning rate was 0.001.

Figure 8. (a) Accuracy, (b) sensitivity, (c) specificity, and (d) precision of the 1-input convolutional neural network (CNN) with the left-lung region of interest (L-ROI) and right-lung region of interest (R-ROI), and the 2-inputs CNNs with the combined left- and right-lung region of interest (LR-ROI) data set.
Screening of Critical Regions for COVID-19 Identification Using MI-CNNs

Regarding the region contributions, 90% of the whole-image and LR-ROI data sets were trained under the same training conditions as shown in Figure 4 and Figure 7, but repeated 10 times. The percentages of the correctly classified images from each image region were then calculated following the procedures outlined in Figure 3.

For the 2-inputs MI-CNN, both the whole-image and LR-ROI data sets showed that more COVID-19 CXRs were classified by the R1 regions (right-lung ROI), while more normal CXRs were recognized by the R2 regions (left-lung ROI) (Figures 10a and 11a). However, over 86.5% of COVID-19 CXRs were identified through the R1 regions in LR-ROI data sets, while only 13.5% were identified through the R2 regions. Moreover, normal CXRs showed slight changes in R1 (~30%) and R2 (~70%) between the whole-image and LR-ROI data sets.

Compared to the 2-inputs MI-CNN, all four regions contributed to the COVID-19 classification in the 4-inputs MI-CNN. In the whole-image data sets, R2 had the largest contributions to both COVID-19 and normal CXRs, whereas R3 had the lowest contributions. However, R4 regions showed the greatest difference in the classification of COVID-19 and normal images, which was approximately 35% in normal CXRs but only 10% in COVID-19 CXRs (Figure 10b). In the LR-ROI data sets, COVID-19 had the largest image percentage in the R3 regions (up to 60%) and the lowest image percentage (only 10%) in R2 regions (Figure 11b). In normal CXRs, the largest image percentage was found in R2 (up to 50%, the lowest region for COVID-19), followed by R3 (up to 30%) (Figure 11b).

In the 16-inputs MI-CNN, the critical regions became more obvious because smaller regions were used as MI-CNN inputs. From the whole-image data sets in Figure 10c, R1 regions had the largest contributions in COVID-19 CXRs, accounting for approximately 22% of the total accurately classified COVID-19 images. R6 had the second-largest contribution (accounting for approximately 15% of the correctly classified images). Compared to COVID-19 CXRs, the greatest difference in normal CXRs was found in the R9 regions (up to 20% vs. ~3% in COVID-19 images), and R4 regions had the largest contributions (up to 27%) (Figure 10c).

In LR-ROI data sets, the critical regions and irrelevant regions become more clear. In COVID-19 CXRs, significant regions could be found in the R1, R2, R5, and R9 regions, especially R5 accounting for approximately 35%. These regions had almost no contribution in normal CXRs, whereas the greatest critical regions in normal CXRs were R10, R12, and R14, which were much higher (with each contribution reaching up to 20%) than other regions. These regions had almost no contributions to COVID-19 classification.

From the 16-inputs MI-CNN, nonlung regions were found to play critical roles in classifying COVID-19 (eg, R16 contributed up to 15% of testing images). When combining the left- and right-lung regions in 4- and 16-input MI-CNNs, the left lung had a greater contribution to the classification of both COVID-19 and normal CXRs (Figure 12a), which was not consistent with the results for the 2-inputs MI-CNN (Figure 12a). However, if removing the nonlung region R16, the right lung had a greater contribution (approximately 60% of classified testing images) in the classification of COVID-19 CXRs. In comparison, a greater contribution (also approximately 60% of classified testing images) was found from the left lung to classify normal CXRs (Figure 12b). Thus, it seems that COVID-19 CXRs could be more efficiently classified from the right-lung data sets, while normal CXRs were more easily found through the left-lung data sets. From the color mapping to CXRs shown in Figure S4 of Multimedia Appendix 1, most of the critical regions for the classification of COVID-19 CXRs were distributed in the right-lung regions, while those for normal CXRs were in the left-lung regions.
Figure 10. Screening and evaluating the critical regions (R1-R16) of the whole-image data sets through the initial inputs and final activations of the classifier part of multiple-input convolutional neural networks (MI-CNNs): (a) 2-input MI-CNN; (b) 4-input MI-CNN; (c) 16-input MI-CNN.

Figure 11. Screening and evaluation of the critical regions of the lung imaging data sets (R1-R16) through the initial inputs and final activations of the classifier part of multiple-input convolutional neural networks (MI-CNNs) with more than two inputs: (a) 2-inputs MI-CNN; (b) 4-inputs MI-CNN; (c) 16-inputs MI-CNN. L-ROI: left-lung region of interest; LR-ROI: left- and right-lung region of interest; R-ROI: right-lung region of interest.
Figure 12. Contributions of the left-lung regions (L–Lung) and right-lung regions (R–Lung) to classifying COVID-19 chest X-ray radiographs (CXR) using multiple-input convolutional neural networks. (a) Whole-image CXR data sets; (b) left- and right-lung region of interest (LR-ROI) data sets.

Visualization of the CNN Features From the Max-Pooling Layers in MI-CNNs With Different Inputs

Figure 13 provides a visual representation of the CNN features of MI-CNNs for the LR-ROI data sets. In COVID-19 CXRs, most of the strong-intensity pixels (red regions) in the visualized CNN features were distributed in the lung regions. Compared to the left lung, more color mapping was located in the right-lung regions, especially for the 4-input MI-CNN (Figure 13a). In normal CXRs (blue regions), most of the CNN features extracted by MI-CNNs with LR-ROI data sets could be found at the lung edges (Figure 13b).

Compared to the LR-ROI data sets, MI-CNNs had a much lower efficiency for extracting CNN features in the whole-image data sets. Most of the critical features (the strong-intensity pixels) were found in the nonlung regions (Figure S6a in Multimedia Appendix 1). In the normal CXRs, several of the CNN features (the blue regions in the color map) were distributed at the lung edges; however, some features were found in the nonlung regions (Figure S6b in Multimedia Appendix 1).
Discussion

Principal Findings

Currently, the COVID-19 pandemic is still deeply impacting the world and threatening many people’s lives [1]. CXR remains one of the most commonly used imaging modalities for diagnosing COVID-19 owing to its advantages of low radiation, lack of side effects, economic feasibility, and moderate sensitivity [11-16,38]. In this study, we developed a novel MI-CNN method to classify COVID-19 and normal CXR images. In the whole-image CXR training, the results showed that MI-CNNs exhibited good efficiency for COVID-19 classification with high training accuracy and testing performance (over 95% accuracy, sensitivity, specificity, and precision). Compared to the 1-input CNN, the MI-CNNs had higher efficiency in recognizing COVID-19 CXRs, especially for the 4- and 16-input MI-CNNs, with testing accuracy over 97%. MI-CNNs also showed higher accuracy than the 1-input CNN from the beginning of training progress. Therefore, splitting the CXRs into different regions could improve the efficiency in classifying COVID-19 and normal CXRs. Regarding the learning rates, using a smaller learning rate (0.001) could indeed help to increase the accuracy, sensitivity, specificity, and precision from those of 1-input CNN models, by approximately 2%-3%. However, the learning rate had almost no effect for the MI-CNN models (2-input and 4-input MI-CNNs, as shown in Figure S7 of Multimedia Appendix 1).

In this study, CXRs were evenly segmented into different regions, and each image segmentation could individually serve as one of the MI-CNN inputs. Through assessment of the image percentage of the accurately classified CXRs in the testing data sets, the contributions of each region could be evaluated; in particular, more detailed contributions of each region could be screened with more MI-CNN inputs (eg, 16-inputs MI-CNN). According to our results, some CNN features could allow the network to determine the correct classification, whereas some image features may cause serious misjudgment [34]. Although the whole-image data sets could obtain higher accuracy for COVID-19 identification than LR-ROI data sets, some of the contributions were from the nonlung regions. For instance, in the 16-inputs MI-CNN, R1 regions had accurate contributions for COVID-19 classification, but the nonlung region R16 also had remarkable contributions for COVID-19 classification. Therefore, if using medical images as single inputs, not all regions will provide the correct contributions for classifying COVID-19 CXRs. Some of the nonlung regions may give noticeable contributions falsely.

Moreover, extraction of the lung regions (LR-ROI data sets) could greatly help to extract the critical regions for COVID-19 classification. Compared to the whole-image data sets, the
critical regions could be found at R1, R2, R3, R5, R9, and R13 in the LR-ROI data sets. These regions significantly contributed to accurately classifying COVID-19 CXRs (eg, R2, R9, and R13 contributed up to approximately 65% of accurately classified COVID-19 CXRs), but had no significant contribution to the normal CXRs. In comparison, R6, R10, R12, R14, and R16 were found in normal CXRs. Among them, R6, R10, and R12 contributed to over 80% of the accurately classified normal CXRs, whereas these regions had almost no contribution to COVID-19 classification.

In addition, right-lung regions had a higher contribution in the classification of COVID-19 than left-lung regions. By using the 16-inputs MI-CNN, more critical regions were screened in the right lung. Moreover, the sensitivity of the right-lung data sets with the 1-input CNN (approximately 94%, as shown in Figure 8b) was higher than that of the left-lung data sets (approximately 91%), which also indicates that right-lung regions tend to be more efficient in the classification of COVID-19 CXRs. By contrast, excluding the LR-ROI with the 16-input MI-CNN (Figure 12b), most of the critical regions related to normal CXRs could be found in the left-lung regions, which was further demonstrated through the higher precision (94%) in the left-lung ROI (Figure 8c). Based on their distributions, more critical regions related to COVID-19 were also found in the right-lung regions. In contrast, more regions related to normal CXRs were found in the left lung, especially for the 16-inputs MI-CNN with LR-ROI data sets (Figure S4b in Multimedia Appendix 1).

Finally, from the visualized CNN features, MI-CNNs still had better feature extractions than the 1-input CNN. For the CXRs in cases of severe COVID-19 in the whole-image data sets, CNN features extracted by the 1-input CNN were mainly distributed in the lung regions (Figure S5 in Multimedia Appendix 1). However, for the CRXs in cases of mild COVID-19, most of the CNN features were found at the lung edges (not within lung regions). Therefore, using the 1-input CNN to extract CNN features would be highly impacted by the quality of the whole-image CXRs. However, LR-ROI data sets could provide higher accuracy for COVID-19 classification than the whole-image data sets. Most of the critical features related to COVID-19 classification were distributed within the lung regions. This point is consistent with the evaluations of the critical regions, in which LR-ROI data sets could give more accurate COVID-19 classifications than the whole-image data sets. MI-CNNs tended to identify the normal CXRs from the edges of the lung regions in the LR-ROI data sets. Most of the strong-intensity regions in the visualized CNN features were distributed around the lung edges.

Comparison With Prior Work

Although previous studies reported that deep-learning methods could achieve very high accuracy in classifying COVID-19 CXRs or CT scans, most of these analyses were based on whole images as the single input, and the specific regions that contribute to the successful classification of COVID-19 have barely been explored [8,9,13,15,16,18,20,26-29]. Compared to the single-input CNN model, MI-CNNs will provide more CNN features for the classification, which could improve the accuracy of the entire system [33,34]. However, most previous studies focused on whole images with different formats as the CNN inputs [33,34], and few studies attempted to segment a medical image into different regions as the CNN inputs and evaluate their contributions to the final classification of disease images. Therefore, our MI-CNNs could independently extract features from different regions; more importantly, the contribution of each region could be evaluated through the MI-CNN models.

Moreover, compared to the traditional CNN models GoogLeNet and ResNet_50, our proposed 1-input model could achieve similar performance with the same data set (whole CXRs) and learning rate (0.001). Our model also required much less time (only approximately 14 minutes for each training), whereas GoogLeNet and ResNet_50 needed respectively more than 130 minutes and 300 minutes, representing an increase of 10 times and 20 times than required with our models.

Limitations

Although the MI-CNNs could achieve good efficiency in the classification of COVID-19 CXRs and screen the critical regions and features related to COVID-19, there are still several major limitations of this study. First, the size of the COVID-19 and normal data set is still small, and more CXRs are required to further test the reliability of our MI-CNNs. Second, the feature visualization exhibits relatively low efficiency. Other algorithms such as GRAD can be used to better map the critical features to the original CXR. Third, all of the MI-CNN models used the same structures of convolutional layers for all CXR regions. More complicated structures could be further explored in the future. For example, different regions could use different convolutional designs, such as the lung boundary with fewer convolutional layers and lung regions with more convolutional layers. Finally, the severity of COVID-19 cannot currently be evaluated with MI-CNN models, especially from the critical features. Finally, more parameters (eg, image resolution) could be used to better evaluate the accuracy and performance of MI-CNNs.

Conclusions

In summary, each MI-CNN input could individually process only one part of CXRs, which contributes to the highly efficient classification of the COVID-19 CXRs. In the whole-image data sets, MI-CNNs could achieve better classification efficiency (over 95% accuracy, sensitivity, specificity, and precision) than the 1-input CNN. In addition, the performance of MI-CNNs increased with the number of inputs, especially for the 4- and 16-input MI-CNNs with over 97% accuracy. In the LR-ROI data sets, the MI-CNNs showed an approximate 4% decrease in the classification of COVID-19 CXRs compared to the whole-image data sets. Some nonlung regions (eg, R16) had positive contributions to COVID-19 classification (also shown in the visualized CNN features), which fraudulently increased the higher performance in the whole-image data sets. Therefore, compared to the whole-image data sets, LR-ROI data sets could provide a more accurate evaluation for the contribution of each region, as well as the extraction of CNN features.

From the analysis of the contributions of critical regions in the testing data sets, the right lung had a greater contribution to the
classification of COVID-19 CXRs. However, the left-lung regions had a greater contribution to classifying normal CXRs. From LR-ROI data sets, MI-CNNs were sensitive to the lung edges and found more important features distributed around the lung edges in normal CXRs. For COVID-19 CXRs, visualized CNN features were primarily distributed within the lung regions (especially in the 16-inputs MI-CNN).

In conclusion, MI-CNNs have excellent efficiency in classifying COVID-19 CXRs. More MI-CNN inputs usually result in better classification efficiency. Our method could assist radiologists in automatically screening the regions playing critical roles in the classification of COVID-19 from CXRs.
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Abstract

Background: Chronic kidney disease is a major public health issue, with about 13% of the general adult population and 30% of the elderly affected. Patients in the last stage of this disease have an almost uniquely high risk of death and cardiovascular events, with reduced adherence to therapy representing an additional risk factor for cardiovascular morbidity and mortality.Considering the increased penetration of mobile phones, a mobile app could educate patients to autonomously monitor cardiorenal risk factors.

Objective: With this background in mind, we developed an integrated system of a server and app with the aim of improving self-monitoring of cardiovascular and renal risk factors and adherence to therapy.

Methods: The software infrastructure for both the Smit-CKD server and Smit-CKD app was developed using standard web-oriented development methodologies preferring open source tools when available. To make the Smit-CKD app suitable for Android and iOS, platforms that allow the development of a multiplatform app starting from a single source code were used. The integrated system was field tested with the help of 22 participants. User satisfaction and adherence to therapy were measured by questionnaires specifically designed for this study; regular use of the app was measured using the daily reports available on the platform.

Results: The Smit-CKD app allows the monitoring of cardiorenal risk factors, such as blood pressure, weight, and blood glucose. Collected data are transmitted in real time to the referring general practitioner. In addition, special reminders improve adherence to the medication regimen. Via the Smit-CKD server, general practitioners can monitor the clinical status of their patients and their adherence to therapy. During the test phase, 73% (16/22) of subjects entered all the required data regularly and sent feedback on drug intake. After 6 months of use, the percentage of regular intake of medications rose from 64% (14/22) to 82% (18/22). Analysis of the evaluation questionnaires showed that both the app and server components were well accepted by the users.

Conclusions: Our study demonstrated that a simple mobile app, created to self-monitor modifiable cardiorenal risk factors and adherence to therapy, is well tolerated by patients affected by chronic kidney disease. Further studies are required to clarify if the use of this integrated system will have long-term effects on therapy adherence and if self-monitoring of risk factors will improve clinical outcomes in this population.
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Chronic kidney disease (CKD) is a recognized major public health problem, with about 13% of the general adult population falling into one of the 5 stages identified by the Kidney Disease Outcomes Quality Initiative classification. Its prevalence increases to 15% to 30% in older persons, and exceeds 50% in patients with cardiovascular and metabolic comorbidities.

Additionally, these patients have an almost uniquely high risk of death and cardiovascular disease, with a rate of cardiovascular events strongly associated with the level of renal function. The pathogenic mechanisms underlying the close relationship between kidneys and the cardiovascular system are not fully elucidated; however, the direct involvement of diabetes mellitus, arterial hypertension, and excess body weight in the high frequency of cardiovascular events both in renal failure and ischemic heart disease has been clarified. More recently, reduced adherence to therapy has been recognized as an additional risk factor for cardiovascular morbidity and mortality in renal patients. It is estimated that patients affected by CKD, especially those in the late stages, take on average 10 different drugs. In these patients, low adherence may be due to the difficulty in reminding days and time of medicine intake, rather than the unwillingness to take medications, and this may explain the number of apps for medication monitoring in the major app stores.

The use of mobile apps for self-management in long-term conditions is not novel, and their number is increasing exponentially with the increasing use of mobile phones. A review published by Timmers et al in 2020 showed that the use of smartphones for patient education improves medication or treatment adherence and clinical outcomes. Several mobile apps for the management of chronic conditions, such as diabetes and high blood pressure, are available in Google Play and the App Store. Some of them are designed to monitor and correct patient behavior in order to reduce modifiable cardiorenal risk factors. In order to define the general architecture of the system, an in-depth bibliographic search was conducted with the aim of identifying the main risk factors for the progression of renal disease and clinical outcomes. Renal function is closely related to cardiovascular risk, so we started with the Framingham Heart Study, deriving a minimum set of predictors of mortality and cardiovascular events in the general population (age, sex, smoking, diabetes, previous cardiovascular events, cholesterol, high blood pressure). Other risk factors, such as BMI, an indicator of overweight and obesity, education level, and marital status were subsequently added because of their association with mortality in the general population. Combining bibliographic research with good clinical practice, we defined the set of variables to be collected in the platform during the baseline and follow-up visits. This set includes personal data, anamnesis, education level, marital status, work activity, laboratory tests, somatometric data, blood pressure, and medications.

The next step consisted in the choice, among all the variables included the platform, of a minimum set of easily monitorable factors to be included in the app (ie, blood pressure, weight, diabetes [if any], and adherence to therapy).

Regarding the frequency of blood pressure, blood glucose, and weight measurements, current guidelines for the management of blood pressure and diabetes in patients with chronic kidney disease were used.

The software infrastructure for both the Smit-CKD server and Smit-CKD app was developed using standard web-oriented development methodologies, choosing open source tools when available, and MySQL as a database server. To ensure compatibility with the two major app stores, the choice was oriented toward platforms allowing the development of a multiplatform mobile app starting from a single source code.

To make the app suitable for the target audience (ie, patients with chronic kidney disease, in most cases elderly), we chose a user-friendly interface, limiting the amount of information collected and user INTERFACE.
Design and Validation of Questionnaire to Measure Adherence to Therapy

The questionnaire to measure adherence to therapy used in the SMIT-CKD project was created after a literature search using therapy AND adherence AND questionnaire as keywords. All questionnaires resulting from this research were analyzed in order to create a new questionnaire that suited the needs of this study. Specifically, we examined the 4- and 8-question versions of the Morisky Medication Adherence Scale [36] and the Renal Treatment Satisfaction Questionnaire [37], the latest specially designed for CKD patients. Furthermore, we included questions on marital status, education level, and income since they are known risk factors for the progression of various chronic diseases [33,34,38] and may also play an important role with regard to adherence to therapy. The final questionnaire consisted of 13 questions (4 concerning demographic information, 9 concerning satisfaction with treatment and adherence to therapy) (Textbox 1) and was validated for language clarity, completeness, and relevance with the help of 10 volunteers having the same characteristics of the final users. Volunteers were asked to answer a series of questions, such as: Was it difficult to understand? Did you understand what this text means? Could this sentence be made better? Were you able to answer the question spontaneously? Is there anything you would like to delete? Is there anything you would like to add? All the volunteers evaluated the questionnaire without difficulty in interpreting the questions and their respective answers, so it was used in the original form during the pilot phase.

Textbox 1. Questionnaire items for adherence to therapy.

<table>
<thead>
<tr>
<th>Demographic information</th>
</tr>
</thead>
<tbody>
<tr>
<td>• What is your marital status?</td>
</tr>
<tr>
<td>• Whom do you live with?</td>
</tr>
<tr>
<td>• What is your highest educational qualification?</td>
</tr>
<tr>
<td>• What is or was your source of income?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Satisfaction with treatment and adherence to therapy</th>
</tr>
</thead>
<tbody>
<tr>
<td>• How long have you been on medications for your kidney disease, hypertension, and diabetes (expressed in years)?</td>
</tr>
<tr>
<td>• How satisfied are you with your current treatment?</td>
</tr>
<tr>
<td>• How well do you think your kidney disease is controlled?</td>
</tr>
<tr>
<td>• How often do you experience side effects from medications?</td>
</tr>
<tr>
<td>• Does your medication regimen satisfy you in terms of side effects?</td>
</tr>
<tr>
<td>• How easy or comfortable did you find your therapy in the past 2 weeks?</td>
</tr>
<tr>
<td>• How satisfied are you with the knowledge of your state of health?</td>
</tr>
<tr>
<td>• Have you taken the prescribed doses of the medications in the past 2 weeks?</td>
</tr>
<tr>
<td>• Why did you not take the prescribed doses?</td>
</tr>
</tbody>
</table>

Testing of the Integrated Server-App System

The alpha version of the integrated system was tested by internal staff; multiple phases of debugging and implementation of new features were performed to obtain a final product with the planned features and ease of use. The resulting beta version was field tested in Reggio Calabria, Italy, from September 2019 to April 2020 with the help of local GPs. An invitation with the synopsis of the study protocol was sent to 10 GPs, randomly distributed in the urban area of Reggio Calabria, and 4 accepted the invitation and participated in the testing under the supervision of VAP. In order to participate in the testing phase, GPs were asked to randomly recruit, from the entire list of their patients, a minimum of 5 volunteers with the same characteristics of the final users of the system, thus fulfilling the following inclusion criteria: older than 18 years, creatinine 1.5 to 4.0 mg/dL (men) or 1.3 to 3.5 mg/dL (women), taking antihypertensive medications, own a smartphone with Android or iOS operating system (or assisted by family or caregivers), and written informed consent. For patients assisted by family or caregivers, the management of the app, including data entering and receiving of the medication alert, was the responsibility of the caregiver. Patients in other clinical trials or visually impaired or with acute kidney disease, rapidly progressive nephropathies or malignancies, or impaired cognitive abilities were excluded.

To test the platform in a real-life setting, GPs were asked to see the volunteers at the beginning of the testing phase, after 3 months, and after 6 months. During the first visit, patients were invited to download the Smit-CKD app from Google Play or the App Store. At all 3 visits, GPs recorded in the platform clinical data, laboratory data, and current medications (with date and time of administration) and set the frequency of measurement of blood pressure, body weight, and blood glucose (the latter for diabetics only). At each visit, patients were asked to complete the questionnaire about adherence to therapy. Throughout the testing phase, patients received alerts on their app according to GP settings reminding them to measure clinical data and take medications. Registered measurements and feedback on medications taken were sent in real time to the Smit-CKD server via internet connection. Compliance of the
volunteers in the use of the app was carefully monitored by their GPs, who checked the amount of clinical data transmitted to the platform and feedback to the received alerts on a weekly basis. In case of missing feedback, the participant was contacted to rule out app or mobile phone malfunction.

**Study Outcomes**

The outcomes of this study were user satisfaction, willingness to use the app, and potential usefulness of the integrated system. Patient satisfaction was determined after the testing phase using a 7-question questionnaire (Textbox 2). We considered the tools available in the literature too complex and time consuming for our participants, so we designed a simpler version for this study. A similar questionnaire was administered to GPs for the web component (Textbox 2). In both questionnaires, satisfaction was expressed on a 5-point scale (1=poor satisfaction and 5=high satisfaction). Willingness to use the app was indirectly measured based on feedback received via the platform (entered measurements, answers to therapy alerts). Potential usefulness of the app was measured in terms of adherence to the therapy. For this purpose, the questionnaire for the adherence to therapy was administered 3 times, at baseline and after 3 and 6 months, and results from each visit were compared.

**Textbox 2.** Questionnaires administered to patients and general practitioners to measure the satisfaction level in the use of the integrated server-app system.

<table>
<thead>
<tr>
<th>Patient satisfaction questionnaire</th>
</tr>
</thead>
<tbody>
<tr>
<td>• How easy is it to use the app?</td>
</tr>
<tr>
<td>• How easy do you find connecting the supplied blood pressure monitor to the app?</td>
</tr>
<tr>
<td>• How easy do you find it to enter data in the app?</td>
</tr>
<tr>
<td>• How useful do you find the alerts that remind you to take the measurements?</td>
</tr>
<tr>
<td>• How useful do you find the alerts that remind you to take the medications?</td>
</tr>
<tr>
<td>• How often does the app crash or have problems?</td>
</tr>
<tr>
<td>• What is your overall opinion of the app?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>General practitioner satisfaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>• How easy is it to use the web platform?</td>
</tr>
<tr>
<td>• How easy do you find entering data on the web platform?</td>
</tr>
<tr>
<td>• How easy do you find searching for information you need from the platform (eg, data entered for a specific patient)?</td>
</tr>
<tr>
<td>• How easy do you find the navigation between the various tabs on the platform?</td>
</tr>
<tr>
<td>• Was the support provided for use of the platform sufficient?</td>
</tr>
<tr>
<td>• How often does the web platform crash or have problems?</td>
</tr>
<tr>
<td>• What is your overall opinion regarding the web platform?</td>
</tr>
</tbody>
</table>

**Ethics Approval**

The study protocol was approved by the ethical committee of Commissione per l’Etica e l’Integrità nella Ricerca, National Research Council. All participants gave their informed consent. The integrated system was designed in accordance with the current European legislation regarding data processing (EU Regulation 679/2016). Data encryption was applied to protect data in case of accidental release of information; pseudonymization guarantees that personal data cannot be attributed to an identified or identifiable natural person. In addition, to protect data from lawful access to the platform, differentiated log-in credentials were created. To avoid illegal access to the computer system, the adoption of 2-factor authentication was implemented. Finally, the information technology system server location meets the necessary requirements in terms of security, redundancy, and operational recovery in the event of a disaster (disaster recovery).

**Statistical Analysis**

Data were expressed as mean and standard deviation for normally distributed variables, median and IQR for nonnormally distributed variables, and frequency and percentage for categorical variables. Clinical data were anonymously extracted from the web platform. Data on adherence to therapy were obtained by entering in the final data set the score of the respective questionnaires. Differences in adherences to therapy across visits (expressed as proportion of adherent patients) were analyzed using the N-1 chi-square test as recommended by Campbell [39] and Richardson [40]. Statistical analysis was performed with open source MedCalc (version 18, MedCalc Software Ltd).

**Results**

**Architectural Features and Functionality of the Web Platform**

The Smit-CKD server (Figure 1) is accessible via 2-step authentication [41]. Access to the system is granted with 3
profiles (system administrator, medical supervisor, and doctor) with access to all or some tabs of the portal, according to their role. Furthermore, sensitive data can be accessed by the referring GP only.

Figure 1. Smit-CKD server: (A) home page/log-in, (B) anamnesis section, (C) laboratory examinations section, (D) therapeutic prescriptions, (E) measurements rules, (F) measurements received by app, (G) feedback received by app: shift from red to pale red indicates patient recorded blood pressure, glucose, or body weight; yellow indicates they took the prescribed medications.

The server component consists of a series of tabs, each designed to collect medical information. The first 3 tabs are dedicated to patient anamnesis, laboratory measurements, and ongoing therapies. Each medication is selected from a list of pre-entered medications; once the drug is selected, dosage and time of administration can be chosen.

Another tab allows the GP to enter the schedule of measurement to be performed by the patient (blood pressure, weight, blood glucose). Both settings are transmitted to the Smit-CKD app installed on the patient’s smartphone, which sets the appropriate alarms and reminders. Finally, 2 tabs allow GPs to monitor all measurements performed by the patients and transmitted via app and feedback from patients about the medication alarm.

Architectural Features and Functionality of the Mobile App

The Smit-CKD app (Figure 2) has been developed for Android and iOS. An internet connection allows app and server to communicate. Access is granted by username and password after accepting use conditions. From the menu on the home screen of the Smit-CKD app, users can perform the following tasks:

- Pair the smartphone with a blood pressure monitor equipped with Bluetooth interface (configure blood pressure monitor)
- Display medications prescribed by the doctor (therapy)
- Enter control data, such as weight, blood glucose, and blood pressure, in case no Bluetooth monitor has been paired (control data). Data entered via app are transmitted in real time to the referring GP
- Visualize the history of all measurements taken or entered and consult the report of measurements sent to the remote server (history)

In addition to these activities, the app is designed to send personalized timed notifications to users reminding them to take a prescribed drug or measure weight, blood glucose, or blood pressure. After receiving the notification, the user is required to select YES or NO from the input box to indicate if the required action (for example “take the pill xxx”) has been performed. This allows GPs to monitor the progress of the treatment.
Test Phase

The integrated system Smit-CKD server and mobile app was tested with the help of 22 participants enrolled by 4 GPs. The main clinical and demographic characteristics are reported in Table 1. Mean age was 70 (SD 11) years, with a male proportion of 59% (13/22). Participants were treated with antihypertensive drugs for a median time of 10 (IQR 6.50-21) years. According to the questionnaires administered during the study, a large majority (19/22, 86%) of the participants were satisfied with the treatment and considered their disease well controlled. Only 9% (2/22) of the participants manifested side effects more than once per month, maintaining a high level of satisfaction. Overall, patients considered the management of medications easy and were satisfied with their knowledge of their disease. Before using the app, 64% (14/22) regularly took all drugs, with forgetfulness the most common cause of missed doses. The rate of regular intake rose to 82% (18/22) after 6 months of using the app (Table 2). However, the difference was not significant ($P=0.18$), probably due to the small sample.

The level of compliance with the use of the app was satisfactory, with 16 participants entering clinical data (blood pressure, body weight, and glucose) regularly and sending feedback of drug intake. Among the 6 low compliance users, 2 discontinued app use without giving a reason and 4 were minimally compliant due to technical problems related to an obsolete version of Android installed on their smartphone, which caused frequent malfunctioning of the app.

Among users, the percentage of satisfaction was high overall, as shown in Figure 3. The questionnaire administered to GPs to investigate the level of satisfaction with the use of the Smit-CKD server returned even better results, as all the GPs gave a score of 5 to all items in the questionnaire.
Table 1. Main demographic and clinical characteristics in the study population (n=22).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>70 (11)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>13 (59)</td>
</tr>
<tr>
<td>Diabetes (yes), n (%)</td>
<td>10 (46)</td>
</tr>
<tr>
<td>Cardiovascular comorbidities, n (%)</td>
<td>7 (32)</td>
</tr>
<tr>
<td>Cholesterol (mg/dL), mean (SD)</td>
<td>165 (42)</td>
</tr>
<tr>
<td>Hemoglobin (g/dL), mean (SD)</td>
<td>13.1 (2.0)</td>
</tr>
<tr>
<td>Albumin (g/dL), mean (SD)</td>
<td>4.2 (1.0)</td>
</tr>
<tr>
<td>Calcium (mg/dL), mean (SD)</td>
<td>9.4 (0.7)</td>
</tr>
<tr>
<td>Phosphate (mg/dL), mean (SD)</td>
<td>3.9 (1.3)</td>
</tr>
<tr>
<td>Creatinine (mg/dL), median (IQR)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2.0 (1.9-2.3)</td>
</tr>
<tr>
<td>Female</td>
<td>1.9 (1.7-3.2)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>14 (64)</td>
</tr>
<tr>
<td>Widow</td>
<td>6 (27)</td>
</tr>
<tr>
<td>Separated/divorced</td>
<td>1 (4.5)</td>
</tr>
<tr>
<td>Never married</td>
<td>1 (4.5)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
</tr>
<tr>
<td>Low/medium education</td>
<td>13 (59)</td>
</tr>
<tr>
<td>High school diploma</td>
<td>5 (23)</td>
</tr>
<tr>
<td>University degree</td>
<td>2 (9)</td>
</tr>
<tr>
<td>No education</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Currently working or retired, n (%)</td>
<td>18 (82)</td>
</tr>
</tbody>
</table>
Table 2. Questionnaire responses on adherence to therapy at baseline and after 6 months.

<table>
<thead>
<tr>
<th>Question</th>
<th>Baseline, n (%)</th>
<th>After 6 months, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Satisfaction with the treatment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied</td>
<td>19 (86)</td>
<td>19 (86)</td>
</tr>
<tr>
<td>Neutral</td>
<td>2 (9)</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Unsatisfied</td>
<td>1 (5)</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Control of kidney disease</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Well controlled</td>
<td>17 (77)</td>
<td>17 (77)</td>
</tr>
<tr>
<td>Neutral</td>
<td>2 (9)</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Not controlled</td>
<td>3 (14)</td>
<td>3 (14)</td>
</tr>
<tr>
<td><strong>Side effects</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤1 per month</td>
<td>20 (91)</td>
<td>20 (91)</td>
</tr>
<tr>
<td>&gt;1 per month</td>
<td>2 (9)</td>
<td>2 (9)</td>
</tr>
<tr>
<td><strong>Satisfaction with side effects</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highly satisfied</td>
<td>21 (95)</td>
<td>21 (95)</td>
</tr>
<tr>
<td>Not satisfied</td>
<td>2 (5)</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Ease of medication regimen</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very difficult</td>
<td>2 (9)</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Neutral</td>
<td>2 (9)</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Very easy</td>
<td>18 (82)</td>
<td>17 (77)</td>
</tr>
<tr>
<td><strong>Knowledge about the disease</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied</td>
<td>17 (77)</td>
<td>17 (77)</td>
</tr>
<tr>
<td>Neutral</td>
<td>2 (9)</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Unsatisfied</td>
<td>3 (14)</td>
<td>3 (14)</td>
</tr>
<tr>
<td><strong>Medication intake</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All medication</td>
<td>14 (64)</td>
<td>18 (82)</td>
</tr>
<tr>
<td>Almost all</td>
<td>4 (18)</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Part of</td>
<td>4 (18)</td>
<td>2 (9)</td>
</tr>
<tr>
<td><strong>Reason for missed doses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forgetfulness</td>
<td>7^a</td>
<td>3^a</td>
</tr>
<tr>
<td>Too many pills</td>
<td>1^a</td>
<td>1^a</td>
</tr>
</tbody>
</table>

^aNumbers refer only to those who took almost all or some of the medications (baseline n=8 and after 6 months n=4).
Figure 3. Level of satisfaction of the APP users, expressed on a scale with possible values from 1 to 5 (with 1 equivalent to poor satisfaction - 5 to high approval). Ease of use, data entering, alerts and bugs were considered.

**Discussion**

**Principal Findings**

In this paper we present a new integrated system designed for both GPs and patients consisting of a web-based platform (Smit-CKD server) and an app (Smit-CKD app) with the aim of improving medication compliance and educating patients in self-monitoring of the most common risk factors for CKD and cardiovascular disease. The beta version of the integrated system was tested on a small number of GPs and patients, well representative of the target population, confirming willingness and ease of use; in addition, even with a small sample, our data suggest the potential usefulness for improving adherence to therapy.

Growing coverage of mobile cellular networks has recently made mHealth capable of changing the approach to health systems worldwide. In this scenario, mobile apps are now regarded as potentially useful for changing health behavior and promoting self-management [42,43]. Among apps specifically designed for CKD patients, the *My Kidneys, My Health* handbook provides the user with educational information about detection of kidney disease and advice for a healthier life, including a calculator to compute the individual risk of kidney disease. *H2O Overload: Fluid Control for Heart-Kidney Health* is designed to help fluid intake control. *CKD Go!* allows creation of personalized action plans based on the estimated glomerular filtration rate and urine albumin-creatinine ratio, well known risk factors of CKD progression. CKD patients are often subject to dietary restrictions in order to control the progression of the disease. *My Food Coach*, designed by the National Kidney Foundation, offers nutritional advice from health care professionals. The American Association of Kidney Patients *myHealth Nutrition Guide* is an interactive app that provides the user with the nutrient values of more than 300 commonly consumed foods and many fast food restaurant options. Similarly, *Kidney APPetite* helps monitor daily nutrients and fluid intake. *Wholesome* collects healthy recipes from the web and contains personal recommendations to optimize nutrition. Focused on more specific dietary restrictions, *Oxalator* helps the user following a low oxalate diet, while *Phosphorus Foods Diet Guide* and *MyKidneyDiet – Phosphate Tracker* allows the user to monitor the content of phosphate in their diet.

Markossian et al [44] recently proposed a mobile app for self-management in stage 3-4 CKD patients. Features include the monitoring of clinical parameters, such as weight, blood pressure, and glucose, some aspects related to COVID-19 infection, and medication tracking. In addition, the automated system recognizes values out of range and suggests the patient contact the referring clinician; virtual visits can also be implemented.

The Smit-CKD app adds the self-monitoring of clinical parameters (blood pressure, blood glucose, and body weight), reminders to improve adherence to therapy, and transmission in real time of clinical information to the referring GP, thus allowing continuous monitoring of the health status of the patient and adherence to the medication regimen. This exchange allows the GPs to promptly intervene if data are out of the normal range or adherence to therapy is low; consequently, the patient is responsible for the self-monitoring of the main risk factors of CKD while feeling constantly monitored by their doctor.

**Strengths and Limitations**

A strength of the proposed integrated system is good tolerability reported by GPs and users, who appreciated the ease of use.
Furthermore, the alerts were helpful in reminding users to take their medications; this was supported by an increase in the adherence to therapy of 18% after 6 months of use.

However, our study has some important limitations. First of all, due to the low number of users and the study design, we cannot prove that this improvement in adherence to therapy is due to the use of the app. Second, even though blood pressure measurements and laboratory exams, useful for CKD monitoring, were collected during the testing phase, the limited number of users and short duration of follow-up prevent us from assessing the real impact of our system on CKD progression and clinical outcomes. However, this paper is not meant for describing the results of a clinical study but rather to introduce the new integrated system and its features developed for patients affected by CKD and their GPs. Finally, user satisfaction was not measured using validated tools but with a new, simpler questionnaire specifically designed for this study.

Conclusion

Our results suggest that the Smit-CKD app, easy to use and well accepted by patients, may improve adherence to therapy and empower patients affected by CKD. The use of the counterpart Smit-CKD server by GPs showed to be helpful in tracking the evolution of the disease in real time, preventing negative clinical outcomes, and increasing involvement of patients in the management of their clinical condition. The use of the integrated system at a national level could allow a more effective monitoring of patients in the early stages of CKD, contributing to slowing disease progression and delaying the first visit to the nephrology unit. Additional studies designed to test this app in a randomized controlled setting are required to clarify if the use of this integrated system will have long-term effects on medication adherence and if self-monitoring of risk factors will improve clinical outcomes in this population.
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Abstract

Background: The emergence of SARS-CoV-2 variants with mutations associated with increased transmissibility and virulence is a public health concern in Ontario, Canada. Characterizing how the mutational patterns of the SARS-CoV-2 genome have changed over time can shed light on the driving factors, including selection for increased fitness and host immune response, that may contribute to the emergence of novel variants. Moreover, the study of SARS-CoV-2 in the microcosm of Ontario, Canada can reveal how different province-specific public health policies over time may be associated with observed mutational patterns as a model system.

Objective: This study aimed to perform a comprehensive analysis of single base substitution (SBS) types, counts, and genomic locations observed in SARS-CoV-2 genomic sequences sampled in Ontario, Canada. Comparisons of mutational patterns were conducted between sequences sampled during 4 different epochs delimited by major public health events to track the evolution of the SARS-CoV-2 mutational landscape over 2 years.

Methods: In total, 24,244 SARS-CoV-2 genomic sequences and associated metadata sampled in Ontario, Canada from January 1, 2020, to December 31, 2021, were retrieved from the Global Initiative on Sharing All Influenza Data database. Sequences were assigned to 4 epochs delimited by major public health events based on the sampling date. SBSs from each SARS-CoV-2 sequence were identified relative to the MN996528.1 reference genome. Catalogues of SBS types and counts were generated to estimate the impact of selection in each open reading frame, and identify mutation clusters. The estimation of mutational fitness over time was performed using the Augur pipeline.

Results: The biases in SBS types and proportions observed support previous reports of host antiviral defense activity involving the SARS-CoV-2 genome. There was an increase in U>C substitutions associated with adenosine deaminase acting on RNA (ADAR) activity uniquely observed during Epoch 4. The burden of novel SBSs observed in SARS-CoV-2 genomic sequences was the greatest in Epoch 2 (median 5), followed by Epoch 3 (median 4). Clusters of SBSs were observed in the spike protein open reading frame, ORF1a, and ORF3a. The high proportion of nonsynonymous SBSs and increasing dN/dS metric (ratio of nonsynonymous to synonymous mutations in a given open reading frame) to above 1 in Epoch 4 indicate positive selection of the spike protein open reading frame.

Conclusions: Quantitative analysis of the mutational patterns of the SARS-CoV-2 genome in the microcosm of Ontario, Canada within early consecutive epochs of the pandemic tracked the mutational dynamics in the context of public health events that instigate significant shifts in selection and mutagenesis. Continued genomic surveillance of emergent variants will be useful for the design of public health policies in response to the evolving COVID-19 pandemic.
Introduction

SARS-CoV-2 is responsible for the global COVID-19 pandemic, and there have been 4,109,931 total confirmed COVID-19 cases in Canada as of August 12, 2022 [1]. As the most populated province in Canada, Ontario reported 1,394,524 confirmed COVID-19 cases and 52,998 hospitalizations as of August 13, 2022 [2], among a population estimated to be 15,007,816 during the second quarter of 2022 [3]. The adaptive evolution of more transmissible and virulent COVID-19 variants associated with different acquired mutations over time may lead to increased case counts, increased mortality rates, and reduced effectiveness of general COVID-19 vaccines [4]. The emergence of novel SARS-CoV-2 variants of concern over time may in part be attributed to both the innate error rate of SARS-CoV-2 replication and the different sources of host somatic mutagenesis that cause nonrandom patterns of mutation types and counts in viral genomes. Some known mechanisms that drive SARS-CoV-2 genomic evolution are commonly associated with host antiviral defenses, including the antiviral activity of (1) apolipoprotein B mRNA editing enzyme catalytic polypeptide-like (APOBEC) family causing C→U nucleotide substitutions, (2) reactive oxygen species (ROS) causing G→U substitutions, and (3) adenosine deaminase acting on RNA (ADAR) causing A→G and U→C substitutions [5,6]. Each host-specific antiviral defense mechanism may generate a unique set of mutation types and abundances over time, known as a mutational signature, which can be used to identify which and to what extent specific mutational processes contribute to all of the mutations observed in each genome [7]. Tracking the abundance of different substitution types over time can provide insights into the contribution of each mechanism of host antiviral defense to nucleotide changes in the SARS-CoV-2 genome [8].

Acquired mutations at specific sites in open reading frames [9] or near N6-methyladenosine (m6A) methylation sites [10] of the SARS-CoV-2 genome may confer advantages in viral transmissibility, host invasion, and reproduction, and modulate the severity of the clinical symptoms of COVID-19. Previous research has identified 8 m6A methylation sites as potential sites of negative regulation of viral infection [10]. Quantifying how the landscape of SARS-CoV-2 mutations in the SARS-CoV-2 genome changes over time can reveal how viral evolution may be associated with specific patterns of mutation burden, mutation types, and genomic locations of mutations, as well as different selection pressures. Moreover, the ratio of nonsynonymous to synonymous mutations in a given open reading frame, known as the dN/dS ratio, can be used to estimate the extent of and change in positive or negative selection of protein-coding regions across the SARS-CoV-2 genome over time.

The initial spread of COVID-19 in China was limited in part due to movement restrictions set in Wuhan in January 2020, followed by the rapid implementation of nonpharmaceutical interventions, including case isolation, physical distancing, wearing face masks, and contact tracing. These interventions were effective at reducing the seropositivity rate below the threshold for an epidemic [11]. However, international travel [12] and a reduction in nonpharmaceutical interventions due to lifting of regional mandates [12,13] have been associated with the spread of novel variants and waves of infections around the world since the initial COVID-19 outbreak in Wuhan. Similarly, changes in public health policy over the course of the pandemic may influence the transmission and emergence of new SARS-CoV-2 variants in Ontario, resulting in fluctuations in the prevalence of variants and genomic diversity reflected in the landscape of novel mutations observed in each epoch.

Previous SARS-CoV-2 genomic studies have characterized the landscape of mutation types and allele frequencies around the world, including but not limited to the United States [14], Qatar [15], the United Kingdom [16], Uruguay [17], and Canada [18]. Public health policies implemented in different countries to reduce COVID-19 transmission may in part influence the emergence of novel SARS-CoV-2 genetic variants [19] and mutation rates that can lead to the evolution of resistance to vaccines [20]. For instance, genomic epidemiology of the first 2 waves of SARS-CoV-2 in Canada revealed that the number of sublineages imported to Canada reduced by over 10-fold when restrictions of foreign nationals were implemented in March 2020. Thus, public health policies and travel restrictions can affect the number of opportunities for novel SARS-CoV-2 lineages to seed new outbreaks or challenge existing lineages. The change in SARS-CoV-2 genomic diversity in the viral population over time is attributed to both the impact of different public health policies and the introduction of novel international variants.

Similar to Canada, Spain employed a multistage nonuniform lockdown, while China employed more immediate and widespread lockdown procedures to reduce COVID-19 transmission compared with Canada [21,22]. Moreover, inconsistent provincial and territorial public health responses to the COVID-19 pandemic in Canada have been reported to be less effective at reducing COVID-19 transmission and SARS-CoV-2 genetic diversity in the Canadian population [23]. Effective epidemiological surveillance requires rigorous and reliable COVID-19 testing of case counts as well as genome sequencing to track the genomic mutations that are associated with increased transmission. A database of SARS-CoV-2 genomic sequences is necessary to track the genomic evolution of SARS-CoV-2 across the world. The Global Initiative on Sharing All Influenza Data (GISAID) is a database of influenza genomic sequences, and associated clinical and epidemiological data, which has facilitated the rapid public sharing of SARS-CoV-2–related data necessary for genomic surveillance during the COVID-19 pandemic [24].

Thus, characterizing the evolution of the SARS-CoV-2 mutational landscape in the Canadian province of Ontario as a
microcosm can reveal in part how Ontario-specific public health decisions and the introduction of novel variants during different time-based epochs may in part be associated with changes in the mutational landscape. This study is the first to characterize the change in the mutational landscape of 24,244 SARS-CoV-2 genomes sampled in Ontario from January 1, 2020, to December 31, 2021, at a large scale and over time, expanding on previous studies by increasing the sample size [25] and reporting the results of SARS-CoV-2 genomic surveillance over successive epochs of time [4]. In line with these studies, we also confirm previous reports of nonneutral selection in open reading frames, such as the spike and nucleocapsid open reading frames, as well as ORF3a in a larger curated data set of SARS-CoV-2 genomes sampled from the Ontario microcosm. Moreover, genomic surveillance is useful for quantifying the diversity of different variants over time as a measure of the effectiveness of public health policies to reduce transmission [26] and make rapid policy changes as well as predict conserved genomic regions undergoing negative selection as promising targets for vaccine design [27].

The surface-exposed SARS-CoV-2 spike glycoprotein, similar to other class I viral fusion proteins, such as influenza virus haemagglutinin and HIV envelope glycoprotein, regulates viral entry into host cells by changing conformation from a metastable unliganded state to a liganded stable state [28,29]. Previous studies have suggested that the spike protein mainly binds to the angiotensin II receptor to enter host cells [30]. In studies of viral challenge by SARS-CoV with similar class I viral fusion proteins as in SARS-CoV-2, polyclonal antibody responses targeting the spike protein were effective in inhibiting viral entry and decreasing viral load [31]. The design of antiviral agents that target the spike protein, a known region of positive selection that influences viral transmission, has been proposed to target the spike protein-angiotensin converting enzyme II binding interface, the auxiliary receptors involved in viral-cell fusion, or the specific epitopes of receptor binding motifs [32].

Recently, conserved pan-variant epitopes across the Alpha, Beta, Gamma, and Epsilon variant spike proteins have been successfully targeted using a neutralizing antibody fragment [33]. The changes in the patterns of mutation types, mutation genomic locations, and selection pressures of open reading frames associated with viral fitness between successive epochs suggest that the prediction of highly confident conserved epitopes and the resulting design of therapeutics with sustained efficacy may remain a significant challenge. The design of specific therapeutic approaches and vaccines for SARS-CoV-2 requires ongoing genomic surveillance to monitor their efficacy in combatting novel as well as increasingly resistant and transmissible SARS-CoV-2 variants [34]. As the COVID-19 pandemic continues, the genomic diversity of SARS-CoV-2 in Ontario may increase owing to the emergence of novel mutations acquired in part due to the host immune response and the increasing pool of infected hosts. Moreover, selection for emergent variants with mutations that confer a fitness advantage, characterized by increased immune escape and transmissibility, may further drive the genomic evolution of SARS-CoV-2 [35,36].

Here, we compared the novel changes in the proportions of single base substitution (SBS) types and the total burden of novel SBSs from SARS-CoV-2 genomes across 4 successive epochs. We tested if observed SBSs in open reading frames cluster near genes associated with increased viral fitness or known m6A sites across 4 successive epochs. Selection using the dN/dS ratios of different coding regions and the diversity of substitution types across the whole genome was compared between the 4 epochs to identify which coding regions were likely conserved. Finally, estimations of the rates of novel SBSs and the change in mutational fitness over time were used to estimate the evolution of the SARS-CoV-2 mutational landscape in Ontario.

This comprehensive study investigating the SARS-CoV-2 mutational landscape in the Ontario microcosm provides a foundation for research into simulating genomic epidemiology parameterized using both genomic and public health factors to inform public health decision-making as well as predict the activity of mutational processes and selection pressures that drive SARS-CoV-2 genomic evolution.

Methods

Data Collection

Data for 24,244 complete (>29,000 base pairs), high coverage (>1% N’s), and nonduplicate SARS-CoV-2 genomic sequences in FASTA format sampled from January 1, 2020, to December 31, 2021, were retrieved from the GISAID database on January 1, 2022 [20]. Metadata associated with each genomic sequence, including sampling date and GISAID clade assignment [37], were also retrieved from the GISAID database. Duplicate sequences were removed if the FASTA header and associated metadata were the same. Whole-genome alignment of SARS-CoV-2 genomic sequences to the 29,903 base-pair reference genome (GenBank accession number MN908947.3) was conducted using MAFFT (Multiple Alignment with Fast Fourier Transform) version 7 with default parameters and keeping the alignment length between the sequence and the reference genome. Custom code was used to identify SBSS observed in aligned SARS-CoV-2 genomic sequences compared to the reference genome by iteratively checking if the base type at each position of the genomic sequence and reference genome was different, and if so, updating the data table with the observed SBS position, the reference base, and the alternate base for downstream analysis of mutational patterns. Custom code used in this study was implemented using Python version 3.8.0. The final position of each observed SBS is referenced based on the reference genome position. Minor allele frequency, defined as the proportion of the SARS-CoV-2 population sampled during a given epoch with the allele, was calculated for each minority allele at each base position.

Sequences were assigned to 4 different epochs based on time as follows: Epoch 1 from April 1, 2020, to August 31, 2020 (n=2256); Epoch 2 from September 1, 2020, to February 28, 2021 (n=4443); Epoch 3 from March 1, 2021, to August 31, 2021 (n=12,864); and Epoch 4 from September 1, 2021, to December 31, 2021 (n=4102) (Figure 1). The start of each epoch closely coincided with major public health events that may be
associated with reduced opportunities for viral transmission (eg, province-wide lockdowns with closure of nonessential businesses, introduction of international travel restrictions, and warmer weather) or increased viral transmission (eg, reopening of schools, lifting of international travel restrictions, and cooler weather), including the Ontario State of Emergency declaration in Epoch 1, the 2020 return to school in Epoch 2, expanded COVID-19 vaccine eligibility in Epoch 3, and the 2021 return to school in Epoch 4. Epoch-specific genomic mutations, defined as mutations in 1 epoch not observed in any previous epoch, were used for the downstream mutational pattern, clustering, selection, and diversity analyses. Mutations specific to Epoch 1 were determined by identifying mutations not previously observed in SARS-CoV-2 genomic sequences sampled from January 1, 2020, to March 31, 2020, in the collected data set (n=579).

**Figure 1.** Timeline of the 4 successive epoch time periods annotated with major public health events from April 1, 2020, to December 31, 2021. The public health events are relevant in the timeline given their impact on virus spread. The number of new COVID-19 case counts (blue) and number of vaccine doses administered (red) are plotted over time. The Ontario State of Emergency Declaration (March 17, 2020) instituted a province-wide lockdown imposing severe restrictions on human behavior with the intent to greatly limit the spread of infection. Re-entry from lockdown was phased in steps through the provincial Roadmap to Reopen. Significant public health policies associated with changes in viral transmission in the timeline include the Roadmap to Reopen and return to school.

**Ethical Considerations**

We confirm that all secondary analyses of research data from the GISAID database were performed in accordance with relevant usage guidelines and regulations. The genomic data retrieved from the GISAID database were deidentified and could not be linked to patients’ identities [24].

**Generation of SBS-96 Mutational Catalogues**

Each SBS for each SARS-CoV-2 genomic sequence was assigned to 1 of 96 possible classes, where each class was defined by 6 base substitutions represented by the pyrimidine of the Watson-Crick base pair (C>A, C>G, C>U, U>A, U>C, and U>G) and the flanking 5’ and 3’ bases of the SBS that forms the local trinucleotide context [7]. For example, both the C>A pyrimidine substitution and G>U purine substitution were referred to by their pyrimidine base pair, C>A. For each SARS-CoV-2 genomic sequence, a mutational catalogue of the count of each of the 96 SBSs observed was generated. To compare the mutational catalogues between multiple sequences in each epoch, the mean proportion of each of the 96 SBS types for each epoch was generated. First, the proportion of each of the 96 SBS types was calculated by dividing the count of each of the 96 SBS types by the total count of all SBS mutations observed in each SARS-CoV-2 genomic sequence. Second, the mean proportion of each of the 96 SBS types was calculated by summing the proportion of each of the 96 SBS
types across all SARS-CoV-2 genomic sequences assigned to the same epoch and dividing the sum by the number of SARS-CoV-2 genomic sequences in the epoch.

Somatic Mutation Clustering Near Open Reading Frames and m6A Methylation Sites

The distribution of sites where novel SBSs were observed along the whole genome was analyzed to detect the presence of SBS clusters in specific open reading frames or near known m6A methylation sites [10]. Open reading frames with observed clusters of epoch-specific mutations were identified if the positions of SBSs in the open reading frame were different from a random sample of 100 positions in the open reading frame using a 2-sample Kolmogorov-Smirnov test. Eight known m6A methylation sites of the SARS-CoV-2 genome were previously identified [10]. Observed clusters of epoch-specific mutations near m6A methylation sites were identified if the positions of SBSs within a window of ±1500 base pairs of one of the m6A methylation sites were different from a random sample of 100 positions in the same window using a 2-sample Kolmogorov-Smirnov test. The ±1500 base-pair window flanking each m6A methylation site was chosen based on a previous study that first identified the m6A methylation sites and reported clustering statistics near these sites using the same ±1500 base-pair window [10].

\[
\text{dN/dS Ratio of Open Reading Frames}
\]

To quantify the change in the selection pressures of each open reading frame over time, the mean dN/dS ratio of each open reading frame was compared between different epochs. First, we calculated the proportion of synonymous (pS) and nonsynonymous SBSs (pN) by dividing the count of pS and pN by the count of synonymous and nonsynonymous sites, respectively, for each open reading frame. Next, we estimated the count of synonymous (dS) and nonsynonymous (dN) substitutions per site using the Nei and Gojobori method shown in Equations 1 and 2 [38,39]. Null values of the dN/dS ratio, such as when zero nonsynonymous substitutions in an open reading frame were observed in a given SARS-CoV-2 genomic sequence, were excluded from the analyses.

\[
\text{Site-Specific Shannon Diversity Index}
\]

To compare the differences in genetic diversity at each genomic site over time, the Shannon diversity index was calculated at each genomic site for SARS-CoV-2 genomic sequences in each epoch. The mean diversity index value across the whole genome and site-specific diversity index values were compared between SARS-CoV-2 genomic sequences from different epochs [40].

Nextstrain: Annual Rate of Novel SBSs and Estimation of Mutational Fitness

Out of 24,244 SARS-CoV-2 genomic sequences included in this study, 7398 SARS-CoV-2 genomic sequences with complete sampling dates, including day, month, and year, were used in the Nextstrain Augur 18.0.0 and Auspice 2.32.1 pipelines [41] for phylogenetic analysis and visualization, respectively [42]. The Nextstrain set of pipelines was used to estimate the rate of novel substitutions per year and the change in mutation fitness over time. Mutation fitness is defined as a metric that predicts viral reproduction and transmissibility based on the contribution of multiple somatic mutations that have been annotated to affect lineage growth, such as mutations that confer a fitness advantage by evading host immunity or decreasing generation time [43].

Results

Host Antiviral Defense Mechanisms are Associated With Nonrandom Biases in the Prevalence of Different SBS Types

Patterns of mutation types and their proportions commonly associated with mutagenesis due to host antiviral defense mechanisms were quantified by classifying the novel SBSs observed in each epoch into the SBS-96 classification scheme. Next, the SBS-96 mutation types and mean proportions were compared between different epochs (Figure 2). There were 1767 unique epoch-specific SBSs in Epoch 1, while there were 3573, 4822, and 2076 such SBSs in Epochs 2, 3, and 4, respectively (Multimedia Appendix 1).
Figure 2. The mean proportion of single base substitution (SBS)-96 mutation types of each of the 4 different epochs. The mean proportion shows, on average across all SARS-CoV-2 genomic sequences sampled during the epoch, what proportion each SBS type makes up out of all 96 possible SBS types. At least 80% of novel SBSs in each epoch were C>U, C>A, or U>C substitutions that have previously been attributed to the activity of apolipoprotein B mRNA editing enzyme catalytic polypeptide-like, reactive oxygen species, and adenosine deaminase acting on RNA, respectively.

Across each of the 4 epochs, at least 80% of the novel SBSs were C>U, C>A, or U>C substitutions that have previously been attributed to the activity of APOBEC, ROS, and ADAR, respectively. Moreover, we observed that pyrimidine substitutions were more prevalent between each pair of purine and pyrimidine substitutions, constituting between 55.4% and 59.2% of all substitutions. The mean proportion of the C>A substitution type increased from 13.5% of all substitutions in Epoch 1 to 22.4% in Epoch 4. Conversely, the mean proportion of the C>T substitution type decreased from 67.9% in Epoch 1 to 48.4% in Epoch 4. The mean proportion of the T>C substitution type was relatively consistent among Epochs 1 to 3, ranging from 16.8% to 17.1% of all substitutions observed in each respective epoch. During Epoch 4, there was an increase in the mean proportion of the U>C substitution type at the AUG trinucleotide context compared to previous epochs. An increase in the mean proportion of the U>C substitution type to 19.2% of all substitutions was observed in Epoch 4 compared to Epochs 1 to 3. Visualizing each SARS-CoV-2 genomic sequence using a 3D uniform manifold approximation and projection plot of the SBS-96 mutation types and counts showed that genomic sequences sampled from the same epoch tended to uniquely cluster together (Multimedia Appendix 2).

Average Burden of Novel SBSs Differs Between Successive Epochs

To analyze the variation in the number of observed mutations over time, the average cumulative SBS mutational burden and average burden of novel SBSs first observed in each epoch were compared between different epochs. Comparing the clade composition of different epochs, we observed that clade G (Delta) and GR (Gamma) sequences made up the majority of sequences sampled in Epochs 1 and 2, clade GRY (Alpha) and GK sequences made up the majority of sequences sampled in Epoch 3, and clade GK (Delta) sequences were the sole majority of sequences sampled in Epoch 4 (Figure 3A). We observed that across successive epochs, the cumulative number of observed SBSs increased as expected, with a median cumulative mutational burden of 10 SBSs in Epoch 1, 21 SBSs in Epoch 2, 37 SBSs in Epoch 3, and 41 SBSs in Epoch 4 (Figure 3B).
Figure 3. Mutational burden of single base substitutions (SBSs). Global Initiative on Sharing All Influenza Data (GISAID) clade assignments for each SARS-CoV-2 genomic sequence are based on known marker mutations associated with 8 high-level phylogenetic groupings. (A) The number of SARS-CoV-2 genomic sequences colored by GISAID clade assignment and sampled from each of the 4 epochs. (B) The distribution of the total number of SBSs observed in SARS-CoV-2 genomic sequences sampled from each of the 4 epochs. (C) The count distribution of the number of novel epoch-specific SBSs first observed in SARS-CoV-2 genomic sequences sampled from each of the 4 epochs. (D) The density distribution of the number of novel epoch-specific SBSs first observed in SARS-CoV-2 genomic sequences colored by GISAID clade assignment and sampled from each of the 4 epochs.

In addition, we observed the greatest maximum number of novel SBSs in Epoch 1 (maximum 26; median 2), followed by Epoch 2 (maximum 25; median 5), Epoch 3 (maximum 24; median 4), and Epoch 4 (maximum 8; median 1) (Figure 3C). The distribution of the mutational burden of novel SBSs in Epochs 2 and 3 was bimodal, with 2 different clade-specific populations of SARS-CoV-2 genomes with different mean counts of novel SBSs observed. In contrast, Epoch 1 and Epoch 4 showed a unimodal distribution of novel SBSs across all genomes sampled during the time period.

In Epoch 2, SARS-CoV-2 genomes from the GRY clade reported a higher burden of novel SBSs (median 19), while GH and GR clade genomes reported a lower burden of novel SBSs (GH median 5; GR median 5) (Figure 3D). In Epoch 3, SARS-CoV-2 genomes from the GR, GRY, and GH clades reported a lower burden of novel SBSs (GR median 1; GRY median 1; GH median 1), while GK clade genomes reported a higher burden of novel SBSs (median 10) (Figure 3D).

Clusters of Novel SBSs and Selection of Open Reading Frames may be Associated With Viral Fitness

To identify open reading frames on SARS-CoV-2 genomes sampled in Ontario that may be associated with viral fitness, we observed the presence of clusters of novel SBSs in specific open reading frames compared between different epochs (Figure 4A). We consistently observed clusters of epoch-specific SBSs in the spike protein during Epochs 1, 2, and 3, but not during Epoch 4. Clusters of epoch-specific SBSs were observed in ORF1a during Epochs 2, 3, and 4. Likewise, clusters of epoch-specific SBSs were observed in ORF3a during Epochs 2 and 3, but not Epoch 4.
In addition, we tested for the existence of epoch-specific clusters of novel SBSs compared to a randomly sampled distribution of 100 substitution positions within a window of ±1500 base pairs of each of the 8 known m6A methylation sites using the 2-sample Kolmogorov-Smirnov test. In Epoch 2, there was 1 m6A methylation site at position 27525 in ORF6 of the SARS-CoV-2 reference genome with a significant cluster of novel SBSs (Figure 5A). In Epoch 3, there were 4 m6A methylation sites at position 27525 in ORF6 as well as positions 29428, 29450, and 29522 in ORF10 with a cluster of novel SBSs (Figure 5A). To confirm these findings at each of the 5 m6A methylation sites with potential clusters of novel SBSs within the window, we observed that the density of the positions of mutations did show nonrandom clustering with peaks of density that differed from the randomly sampled distribution (Figure 5B).
Figure 5. Clustering of novel epoch-specific single base substitutions (SBSs) within a ±1500 base-pair window around 8 N6-methyladenosine (m6a) methylation sites identified in the SARS-CoV-2 genome. (A) Heatmap of the Kolmogorov-Smirnov test $P$ value comparing the base positions of the novel epoch-specific SBSs observed in each ±1500 base-pair window of 8 m6a methylation sites and 100 randomly sampled base positions in the same window, colored by $P$ value ($P<0.05$ is shown in red). (B) Density distribution of the novel epoch-specific SBSs (blue) and 100 randomly sampled base positions (orange) in the ±1500 base-pair window of 1 m6a methylation site in Epoch 2, and 4 m6a methylation sites in Epoch 3. The density distribution of SBSs is shown for 4 unique m6a methylation sites across 2 epochs since potential clusters of SBSs were detected within the ±1500 base-pair window around the m6a methylation sites.

To quantify the selection pressures on different open reading frames of the SARS-CoV-2 genome over time, we compared the $dN/dS$ ratio for each open reading frame between different epochs. We observed that across successive epochs, there was an increase in the median $dN/dS$ ratio from −0.5 in Epoch 1 to 0.5 in Epoch 4 for the spike protein open reading frame (Figure 6). This suggests an increase in positive selection for nonsynonymous mutations in the spike protein. Conversely, the median $dN/dS$ metric of ORF1b was consistently below 0 across all epochs, indicating negative selection for nonsynonymous mutations in ORF1b (Figure 6).

Figure 6. Distribution of the $dN/dS$ metric (ratio of nonsynonymous to synonymous mutations in a given open reading frame) calculated from the novel epoch-specific single base substitutions observed in SARS-CoV-2 genomic sequences sampled during the 4 different epochs, grouped by open reading frame. The numbers of SARS-CoV-2 genomic sequences where a nonnull $dN/dS$ metric could be calculated for the open reading frame are shown.

To characterize the diversity of different sites in the SARS-CoV-2 genome based on the different mutation types observed at the same site, we calculated the Shannon diversity index at each base position along the SARS-CoV-2 whole genome.
We built a rooted maximum likelihood phylogenetic tree using the Nextstrain Augur pipeline with 7398 SARS-CoV-2 genomic sequences having complete sampling dates sampled in Ontario (Figure 7). Eighteen unique clades were represented in the tree, including several variants of concern, such as Delta (21A, 21I, 21J), Gamma (20J), Alpha (20I), and Beta (20H) (Figure 6). The tree shows that the COVID-19 pandemic in Ontario is caused by multiple different lineages of SARS-CoV-2 viruses, many of which are also concurrently observed in the same epoch. The positive linear rate of acquiring novel SBSs was observed to be around 23 mutations per year.

**Figure 7.** Mutational fitness of 7398 SARS-CoV-2 genomic sequences over time, colored by variant type identified using the Augur pipeline. Mutation fitness is a relative unitless metric that compares the estimated fitness of a given SARS-CoV-2 genomic sequence compared to the Wuhan reference genome, based on mutations annotated to be associated with a change in fitness. Higher mutational fitness suggests increased viral reproduction and transmissibility. Four high-level clusters of SARS-CoV-2 genomes were observed based on similarities in mutational fitness and SARS-CoV-2 variant composition. Clusters are denoted by a red marker at the earliest cluster-specific phylogenetic branch point.

The phylogenetic analysis revealed the timepoints of divergence of SARS-CoV-2 clades based on mutational fitness into 4 clusters. Cluster 1 was marked by an early divergence in mutational fitness in March 2020 of Epoch 1 based on branch length compared to the reference genome. Cluster 2 was predominantly composed of Alpha and Gamma variants of concern that diverged from Cluster 1 in December 2020 of Epoch 2. Following this, Cluster 3 was predominantly composed of Delta variants of concern that diverged from Cluster 2 in April 2021 of Epoch 3. Lastly, Cluster 4 was the most divergent cluster based on branch length and showed the highest mutational fitness, consisting of Delta variants of concern associated with the 20I clade observed from July 2021 in Epochs 3 and 4.

**Discussion**

In this study, we quantified the changes in the landscape of SBSs observed in SARS-CoV-2 genomic sequences sampled from 4 successive epochs in Ontario from March 2020 to December 2021 during the COVID-19 pandemic. Among sequences sampled during Epoch 1, we observed positive selection and a high median dN/dS ratio above 1 in the nucleocapsid protein–coding region. Moreover, we observed clustering of novel epoch-specific SBSs, positive selection, and higher base-specific Shannon diversity in the spike protein– and nucleocapsid protein–coding regions near the 3′ end of the SARS-CoV-2 genome. During Epoch 3, we observed that there was a bimodal distribution of the number of novel epoch-specific SBSs in the GK clade and a lower number of novel
epoch-specific SBSs in the GH, GV, and GRY clades. Similar to Epoch 2, there was a higher prevalence of novel SBSs in the spike protein and ORF3a-coding regions as well as positive selection of ORF1a and the spike protein–coding region. Finally, we uniquely noted that there was an increase in the mean proportion of the U>C substitution type up to 19.2% of all substitutions, especially at the AUG trinucleotide context, in Epoch 4 compared to previous epochs.

We observed that the open reading frames of SARS-CoV-2 viruses, including ORF1a and the spike protein, were increasingly impacted by positive selection over time, and this was in part consistent with mutations associated with host antiviral defenses. Future therapies can target these regions of positive selection since they affect the fitness of the SARS-CoV-2 virus [44]. Previous studies have similarly observed positive selection in the SARS-CoV-2 spike protein open reading frame [44,45] and ORF1a [46,47]. SARS-CoV-2 ORF1a and ORF1b genomic RNAs are translated and cleaved into 16 NSPs [48] associated with viral genomic replication as well as suppression of host immune response and gene expression [49]. For example, the NSP 7, 8, and 12 complex forms viral replicase machinery [50,51] and the NSP 10-16 complex is involved with capping viral mRNA transcripts and immune response evasion [52]. Due to the broad function of multiple NSPs translated from ORF1a for viral replication and the modulation of host immune response, future research to screen or design novel pharmaceutical drugs that target specific NSPs may show promise [53]. However, novel nonsynonymous mutations associated with positive selection affecting ORF1a and spike coding regions may not be conserved over time, so new iterations of pharmaceutical drugs, vaccines, or antigen tests targeting these regions may be required to maintain specificity and efficacy.

In Ontario, Epoch 1 marked the start of the pandemic from when the Canadian borders were shut down in late March 2020 to the return to school in October 2020. Similar to other regions around the world, such as the Baltimore-Washington area in the United States [54], the early measures designed to reduce local transmission of COVID-19 may have been compromised in part by the introduction of COVID-19 from national and international sources as well as the interconnectedness of the Ontario region. The high median dN/dS ratio above 1 in the nucleocapsid protein–coding region suggested that positive selection for nonsynonymous substitutions drove the early genomic evolution of the nucleocapsid protein and its function in viral genome packaging, despite being generally understood as a conserved region of the coronavirus genome [55]. Likewise, the high Shannon diversity index peaks near NSP1 and NSP2, which are involved in viral gene expression [56] and RNA binding [55], respectively, as well as the 3’ end of the SARS-CoV-2 genome, indicate a high prevalence of multiple different substitution types observed at a single genomic site. Since Epoch 1 is the first time period of the COVID-19 pandemic, the negative selection observed at all other open reading frames aside from the nucleocapsid protein–coding region may be attributed to the lag between the observation of a deleterious mutation and its subsequent selective removal from the gene pool [57]. Thus, SARS-CoV-2 genomic evolution associated with open reading frames involved in viral genome packaging and the resulting modulation of immune response were likely early events during Epoch 1 in the Ontario microcosm.

Epoch 2 was the time period from the September 2020 return to school and the introduction of the first COVID-19 vaccines in December 2020 to the expansion of COVID-19 vaccine eligibility to the general public in February 2021. Previous studies have suggested that COVID-19 vaccines likely play a role in initially reducing the genomic diversity of SARS-CoV-2 [58] and that early vaccine candidates targeting the spike protein involved in viral entry would likely be therapeutically effective against SARS-CoV-2 variants in Epoch 2 [59]. SARS-CoV-2 variants associated with clades GH and GR were the majority populations observed in both Epochs 1 and 2, but the introduction of variants associated with clade GRY (UK B.1.1.7 strain) was unique to Epoch 2 [60]. Similar to Epoch 1, clustering of novel epoch-specific SBSs and high base-specific Shannon diversity near the 3’ end of the SARS-CoV-2 genome was observed. Coupled with the positive selection observed in the spike protein– and nucleocapsid protein–coding regions near the 3’ end of the SARS-CoV-2 genome, variants observed in Epoch 2 showed increased genomic diversity in regions associated with viral attachment and entry as well as RNA genome packaging [61]. As time progressed in Epoch 2, selection pressure against SARS-CoV-2 variants with relatively decreased transmission, rate of replication, or immune defense evasion may have driven genomic evolution in favor of variants with novel mutations associated with increased fitness. Taken together, the introduction of vaccines targeting the spike protein is consistent with selection for novel mutations in the spike protein open reading frame introducing less virus susceptibility to vaccine-induced immune responses during Epoch 2 in the Ontario microcosm.

Epoch 3 spanned from March 2021 following the expansion of COVID-19 vaccine eligibility in Ontario to the September 2021 return to school. By August 5, 2021, 72% of Canadians had received 1 or more doses of a COVID-19 vaccine and 61% of Canadians were fully vaccinated with 2 doses, which were comparable to vaccination statistics observed in Ontario by this time [62]. Moreover, there was increasing demand on intensive care unit resources, and implementation of stay-at-home orders in Ontario as well as federal-mandated COVID-19 testing and 14-day quarantine of international air travelers to Canada were new measures to reduce COVID-19 case counts [62]. The emergence of GY clade SARS-CoV-2 variants with relatively high counts of novel epoch-specific SBSs and GH, GV, and GRY clade SARS-CoV-2 variants with relatively lower counts of novel SBSs comprised the bimodal distribution in the number of novel epoch-specific SBSs across all variants sampled in Epoch 3. Moreover,Epoch 3 variants were characterized by a relatively high prevalence of novel SBSs observed in the spike protein– and ORF3a-coding regions similar to Epoch 2. Likewise, both ORF1a and the spike protein–coding region showed a dN/dS ratio above 1, suggesting continued positive selection associated with nonsynonymous mutations in genomic regions involved with viral transmission and immune evasion. Moreover, the peak in the site-specific Shannon diversity index near the 3’ end of the SARS-CoV-2 genome indicates that the
nonsynonymous mutations in the spike protein–coding region are diverse in the observed alternate base at each mutation site. Population mixing among vaccinated and unvaccinated populations is consistent as a contributor to the increased infection rates among vaccinated individuals than expected in a fully vaccinated population [63]. Therefore, the observed positive selection associated with novel mutations in genomic regions with impact on SARS-CoV-2 transmission and immune evasion may have been driven in part by viral evolution in the human host population with variable immune responses due to the heterogeneity of individual vaccination statuses.

Epoch 4 was from the September 2021 return to school to the end of December 2021. This epoch followed the start of Step 3 of the Roadmap to Reopen, allowing for increased numbers of people at indoor and outdoor gatherings and increased capacity at nonessential venues with the requirement of face coverings in indoor settings [64]. The first case of the emergent SARS-CoV-2 Omicron variant was identified on November 22, 2021, during Epoch 4 [65]. Interestingly, we noted that there was an increase in the proportion of U>C substitutions in SARS-CoV-2 genomes sampled from Epoch 1 to Epoch 4. Our finding is consistent with a previous report of ADAR-induced editing of A>G and complementary T>C substitutions as mutations observed more commonly in genomes sampled from late 2020 onwards [66]. Moreover, the degree of RNA deamination has been reported as a potential determinant of viral immunogenicity and infectivity in emergent minor viral populations, warranting further investigation into RNA deamination as the main driver of SARS-CoV-2 genomic evolution [66]. Compared to Epoch 3, the lower median number of novel epoch-specific SBSs observed in Epoch 4 variants and the lower dN/dS ratio of the spike protein–coding region may be due to a combination of the shorter time period, a decrease in the mutation rate, and a reduction in positive selection pressure for nonsynonymous mutations. SBSs unique to Epoch 4 were clustered in ORF1a, namely NSP2- and NSP3-coding regions associated with viral replication, and were predominantly nonsynonymous mutations as evidenced by a dN/dS ratio above 1. These findings confirm a previous report of positive selection driving the genomic evolution of NSP2 and NSP3, and the high transmissibility of COVID-19 [67]. Compared to previous epochs, the marked increase in nonsynonymous mutations and relatively higher dN/dS ratio above 2 in the NSP8 region of variants sampled in Epoch 4 may be potential mechanisms for increasing stability of the SARS-CoV-2 viral replication and transcription complex [68]. Further research is required to determine the set of genomic mutations unique to Omicron variant genomes that may provide further insights into its mechanisms of increased transmissibility, immune evasion, and decreased pathogenicity [69]. The mutation fitness of SARS-CoV-2 genomic sequences sampled in Ontario was observed to increase in spurs over short time periods, likely coinciding with the introduction of novel SARS-CoV-2 variants with acquired genomic mutations that confer a fitness advantage [70]. Thus, future research predicting the functional impact of different sets of mutations on fitness could improve the surveillance of emergent SARS-CoV-2 variants for public health and inform the design of specific antiviral therapies [71].

This study used specific dates associated with the enactment of government public health policies to examine subsequent epoch-specific mutational patterns in SARS-CoV-2 genomic sequences. The nature of this study does not permit assessment of causation between government public health policies and mutational patterns due to the potential for other contributing and potentially confounding factors, including regional weather patterns, time lag between instantiation of public health policy and practical implementation, and the development of natural and vaccine immunity in the population. Future studies may identify specific time periods when these additional factors are impactful and assess their association with mutational patterns.

As the COVID-19 pandemic continues, there is a possibility of co-infection with other respiratory pathogens [72], as well as reinfection or co-infection with multiple different variants of SARS-CoV-2 [73]. Moreover, successive selective sweeps caused in part by mutations that confer increased fitness [74,75] and homologous recombination may give rise to novel variants [76], such as the BA.2 Omicron variant. Thus, further research into the clinical impacts of co-infection and reinfection with different SARS-CoV-2 strains may highlight the interplay between genomic variation and COVID-19 symptoms and severity.

Another consideration is the impact of COVID-19 seasonality due to regional differences in environmental factors, including temperature and humidity, that can influence viral transmission, the diversity of SARS-CoV-2 variants selected based on tolerance to different environmental conditions, and the resulting case counts [77]. Interestingly, the annual winter influenza peaks in case counts reduced during 2020 and 2021, suggesting that COVID-19–related public health measures may impact the seasonal transmission of other respiratory viruses [78]. Thus, the development of public health policies should take into account the variation in the seasonality of COVID-19 and other respiratory viruses so that health care systems are prepared for fluctuations in case counts. Further surveillance of SARS-CoV-2 genomic variation and transmission patterns across Ontario can inform effective public health decision-making and serve as a microcosm of the COVID-19 pandemic as the case count of the novel Omicron variant increases. Future design of specific antiviral therapeutics should consider ongoing genomic surveillance as a tool to identify candidate targets [79,80].

In summary, we uniquely noted a bimodal distribution in epoch-specific counts of SBSs in sequences sampled during Epoch 3, where there was a high count observed in GK clade sequences and a lower count observed in GH, GV, and GRY clade sequences. Moreover, we uniquely observed an increase in the mean proportion of the U>C substitution type up to 19.2% of all substitutions, especially at the AUG trinucleotide context, in Epoch 4 compared to previous epochs. We confirmed previous reports of positive selection and clustering of SBSs near or within the ORF1a–, nucleocapsid protein–, and spike protein–coding regions.

We characterized the mutational profile of 24,244 SARS-CoV-2 genomic sequences sampled from January 1, 2020, to December 31, 2021, in Ontario, Canada. Our findings highlight how SARS-CoV-2 genomic sequences sampled from different epochs
harbor different patterns in mutational types, counts, and clusters that may be associated with differences in the transmissibility and virulence of SARS-CoV-2. Nonrandom biases in the abundance of different SBS types are consistent with the activity of host antiviral defense mechanisms and are in agreement with previous reports of the impact of host antiviral defense activity on the SARS-CoV-2 genome. Clusters of epoch-specific SBSs were observed in the spike protein, envelope protein, membrane protein, ORF3a, ORF6, and ORF7a open reading frames across all epochs, as well as near 4 unique m6A methylation sites during Epochs 2 and 3. Positive selection of the spike protein open reading frame, responsible for encoding the spike protein involved in viral entry, was observed. The estimated mutational fitness of SARS-CoV-2 genomic sequences increased in short-term spurs over time, suggesting that only a subset of somatic mutations confers a fitness advantage.

The microcosm of Ontario uniquely focuses on the evolution of the SARS-CoV-2 mutational profile associated with Ontario-specific public health events and policies. The mutational analysis of SARS-CoV-2 genomic sequences can in part reflect the impact of different public health policies during different epochs, such as the limiting of travel across Canadian borders in Epoch 1, and the impact on the genetic diversity of the SARS-CoV-2 viral population. This study of the mutational profile of SARS-CoV-2 in Ontario may serve as a model of the evolution of the SARS-CoV-2 mutational profile for comparison with other regions around the world that have implemented similar or different public health policies.

Further research of therapeutic agents designed to target conserved epitopes under negative selection, such as ORF1b, may shed light on how genomic surveillance can be a useful tool to inform the development of more effective antiviral therapies. Simulation tools used to project the evolution of SARS-CoV-2 genetic diversity due to somatic mutations or prediction models of COVID-19 waves may be parameterized using the mutational profiles and time points observed from SARS-CoV-2 sequences included in this study. To track the emergence of novel SARS-CoV-2 variants with reduced vaccine efficacy in the future, increased genomic surveillance is required, and it will inform public health policies associated with vaccine boosters as well as the implementation of nonpharmaceutical interventions such as wearing face masks and physical distancing.
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Multimedia Appendix 1

The number of unique and shared single base substitutions observed in SARS-CoV-2 genomic sequences sampled from each of the 4 epochs.
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Multimedia Appendix 2

Three-dimensional uniform manifold approximation and projection plot of the single base substitution-96 mutation types and counts observed in 24,244 SARS-CoV-2 genomic sequences sampled in Ontario, colored by the epoch when they were sampled. Each SARS-CoV-2 genomic sequence is represented as 1 circle marker. Lighter shades of each marker color indicate that the SARS-CoV-2 genomic sequence was sampled at an earlier timepoint during the same epoch compared to sequences colored in darker shades of the same color. For example, a SARS-CoV-2 genomic sequence sampled during April 2020 in Epoch 1 would be shown in lighter red, while a SARS-CoV-2 genomic sequence sampled during August 2020 in Epoch 1 would be shown in darker red.
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Multimedia Appendix 3
Mean site-specific Shannon diversity index at each base position of the SARS-CoV-2 genome for SARS-CoV-2 genomic sequences sampled from each of the 4 epochs. Greater Shannon diversity index values at 1 base position suggest that the types of nucleotide bases are more diverse and evenly distributed between the different types compared to lower Shannon diversity values.
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Abstract

Background: Digital phenotyping is the real-time collection of individual-level active and passive data from users in naturalistic and free-living settings via personal digital devices, such as mobile phones and wearable devices. Given the novelty of research in this field, there is heterogeneity in the clinical use cases, types of data collected, modes of data collection, data analysis methods, and outcomes measured.

Objective: The primary aim of this scoping review was to map the published research on digital phenotyping and to outline study characteristics, data collection and analysis methods, machine learning approaches, and future implications.

Methods: We utilized an a priori approach for the literature search and data extraction and charting process, guided by the PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-analyses Extension for Scoping Reviews). We identified relevant studies published in 2020, 2021, and 2022 on PubMed and Google Scholar using search terms related to digital phenotyping. The titles, abstracts, and keywords were screened during the first stage of the screening process, and the second stage involved screening the full texts of the shortlisted articles. We extracted and charted the descriptive characteristics of the final studies, which were countries of origin, study design, clinical areas, active and/or passive data collected, modes of data collection, data analysis approaches, and limitations.

Results: A total of 454 articles on PubMed and Google Scholar were identified through search terms associated with digital phenotyping, and 46 articles were deemed eligible for inclusion in this scoping review. Most studies evaluated wearable data and originated from North America. The most dominant study design was observational, followed by randomized trials, and most studies focused on psychiatric disorders, mental health disorders, and neurological diseases. A total of 7 studies used machine learning approaches for data analysis, with random forest, logistic regression, and support vector machines being the most common.

Conclusions: Our review provides foundational as well as application-oriented approaches toward digital phenotyping in health. Future work should focus on more prospective, longitudinal studies that include larger data sets from diverse populations, address privacy and ethical concerns around data collection from consumer technologies, and build “digital phenotypes” to personalize digital health interventions and treatment plans.

(JMIR Bioinform Biotech 2022;3(1):e39618) doi:10.2196/39618
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Introduction

Patient engagement is a significant challenge that health care organizations face, as consumers expect and demand a more personalized approach when they seek health care services [1]. Artificial intelligence (AI)–led smart health care services are emerging as promising tools to improve the efficiency and effectiveness of health care service delivery [2]. Among these is digital phenotyping, which is the real-time collection of...
individual-level active and passive data from users in naturalistic and free-living settings via personal digital devices, such as mobile phones and wearable devices [3]. Personal digital devices and platforms, such as smartphones, wearable devices, and social media, offer a wealth of information about an individual’s behavior and health status. These are valuable sources of several active and passive data points, such as phone utilization metrics, GPS information, search histories, linguistic nuances in text messages, duration of sleep, step counts, calories burned, and heart rate variability. These data points can be leveraged to gain a nuanced understanding of individual behaviors to predict disease exacerbation or relapse, design a more targeted intervention, and improve decision making in clinical settings [2,3].

Digital phenotyping is an emerging field that intersects data analysis, engineering, and clinical practice, bringing about unique challenges in reporting and reproducibility. Although the advantages of a multidisciplinary approach are evident, these multidisciplinary domains have yet to be brought together efficiently to ensure standardized reporting and easier replicability [4].

The techniques and methodologies used to collect, process, and classify active and passive data in digital phenotyping vary across the literature. AI and machine learning have already driven developments in wearable sensing and mobile health; they have helped enhance human activity recognition models, improve the accuracy of predicting human behaviors, and deliver more personalized lifestyle recommendations [5]. Research points to trust, perceived usefulness, and personalization directly improving the accuracy of predicting human behaviors, and delivering more personalized lifestyle recommendations [5].

Given the plethora of data points that smartphones and wearable sensors and devices yield, AI and machine learning can be used to process and analyze these large data sets [6]. The purpose of passive data is to improve patient monitoring and outcomes across a variety of clinical applications [7]. In a systematic review of machine learning studies on digital phenotyping across psychosis spectrum illnesses, the machine learning approaches used included random forests, support vector machines, neural nets, k-nearest neighbors, and naive Bayes classifiers [8]. Machine learning algorithms used to analyze these multidimensional data can also be used to predict risks and probabilities and make binary decisions, such as discharge versus no discharge [9]. Other computational tools that have been used for digital phenotyping include data mining and statistical methods [10].

The immense potential of digital phenotyping in the clinical landscape is gaining increasing attention, leading to a measurable increase in related published research in the past 5 years. This trend has also been observed for health and clinical research related to analyzing active and passive data from smartphones and wearable devices. Digital phenotyping perhaps demonstrates the greatest potential for precision digital health interventions. Assigning a digital phenotype can help build predictive models around user behavior, providing insights into their engagement levels and the means to optimize the efficacy of digital health interventions. This method of segmentation offers further opportunities to enhance diagnosis, risk prediction, treatment effectiveness, and patient monitoring [11].

Thus, the primary aim of this scoping review was to map the published research on digital phenotyping and to outline study characteristics, methods of active and passive data collection, data analysis approaches used (specifically machine learning techniques, if any), and future implications. The desired outcomes of this review are to provide a broad overview of ongoing research on digital phenotyping and identify gaps and opportunities in future research and practice, especially regarding leveraging machine learning techniques for digital phenotyping.

**Methods**

**Overview**

We conducted this scoping review to examine the breadth of published evidence related to digital phenotyping in health care. We utilized an a priori approach for the literature search and data extraction process to ensure the search protocol was replicable. The PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-analyses Extension for Scoping Reviews) checklist guided the methodology and reporting of this scoping review (Multimedia Appendix 1) [12].

**Search Terms**

As the term “digital phenotype” is relatively nascent in the research landscape, we conducted a preliminary scoping of literature on PubMed and Google Scholar to identify different search terms associated with digital phenotyping. This ensured that our literature search would capture all published research related to digital phenotyping, even if the term was not explicitly mentioned anywhere in the text. These were the search terms finally used to conduct the literature search: “digital phenotyp*” OR “active data” OR “passive data” OR “digital biomarker*” OR “digital footprint” OR “mobile data” OR “mobile phone data” OR “digital sensing” OR “digital fingerprint*” OR “smartphone data” OR “wearable*” OR “wearable device*” OR “wearable data” OR “precision data.”

**Eligibility Criteria**

We included peer-reviewed original research articles in English, as our aim was to explore the gaps and opportunities in scientific research on digital phenotyping. Furthermore, in line with the breakdown of the definition of digital phenotyping by Onnela [3], studies were deemed eligible if they included the following characteristics: (1) if any types of active or passive data were collected. For this review, active data referred to data that required direct input from users in response to prompts, and passive data referred to data generated and collected without inputs from the user [13]; (2) if a wearable device or mobile phone was used to collect the active and/or passive data; (3) if the terms “digital phenotype” or “digital phenotyping” were in the title, abstract, or keywords; and (4) if the active and/or passive data were classified in some ways (ie, if any...
“phenotypes” were established or if the data were used to make predictions regarding diagnosis, symptom exacerbation, or relapse).

We limited the years of publication to 2020, 2021, and 2022 because from our preliminary search, we conjectured that these years witnessed a sharp increase in the number of publications related to digital health, active and passive data collection, and wearable devices. Moreover, focusing on these years would provide the most recent snapshot of digital phenotyping research, as the field is rapidly and continually evolving. Table 1 shows the uptick in digital phenotyping research published in the last 5 years. This timeline was the result of using the search terms and article type filters that were part of our eligibility criteria.

We excluded reviews, meta-analyses, opinion pieces, grey literature, letters to the editor, commentaries, study protocols, articles describing phenotyping in the context of genetics, and articles not in English. We also excluded studies that solely focused on the feasibility and acceptability of interventions using digital phenotyping.

Table 1. PubMed timeline of digital phenotyping research published from 2017 to 2022. The timeline indicates a sharp increase in published literature from 2019 onward.

<table>
<thead>
<tr>
<th>Year</th>
<th>Research articles published, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017</td>
<td>129</td>
</tr>
<tr>
<td>2018</td>
<td>173</td>
</tr>
<tr>
<td>2019</td>
<td>257</td>
</tr>
<tr>
<td>2020</td>
<td>246</td>
</tr>
<tr>
<td>2021</td>
<td>232</td>
</tr>
<tr>
<td>2022</td>
<td>114</td>
</tr>
</tbody>
</table>

Sources of Evidence
We used PubMed and Google Scholar to identify relevant literature. We chose PubMed due to its focus on clinical and health-related research and Google Scholar to surface literature that intersected multiple disciplines.

We utilized additional filters on PubMed to exclude the following articles that did not meet our study type and year of publication criteria: (1) study type: clinical study, clinical trial, comparative study, controlled clinical trial, multicenter study, observational study, randomized controlled trial (RCT); and (2) results by year: from January 1, 2020, to January 18, 2022.

In Google Scholar, we filtered the results according to the date of publication. We used the custom range of 2020-2022.

Screening Process
After applying the search terms and filters on PubMed and Google Scholar to identify relevant articles, the citations were imported into the Rayyan.ai system (Rayyan Systems Inc), a free online tool to create and manage systematic reviews. Author SDD conducted the final search and imported the citations on January 18, 2022. Then, authors SDD and SS independently screened the titles, abstracts, and keywords using the predetermined eligibility criteria. Any discrepancies regarding which articles should be shortlisted were resolved by discussions between SDD and SS. The next step of the screening process involved screening the full texts of these shortlisted articles; all reviewers were randomly assigned articles to screen for concordance with the eligibility criteria. The reviewers had regular discussions to resolve any disagreements on studies to include in the final analysis.

Data Extraction and Charting
After the authors screened the full-text articles for inclusion in the scoping review, a Google Sheet was created to extract descriptive characteristics of the final articles. Details recorded in the Google Sheet included study title, author(s), year of publication, country of origin, study design, clinical area, active and/or passive data collected, mode of data collection, data analysis approaches, and limitations of the study.

The reviewers independently conducted the data extraction and charting of the final articles. SDD and SS were consulted for any queries regarding the data extraction and charting process that the other reviewers had. The results of the data extraction and charting process are presented in Multimedia Appendix 2.

We did not conduct a formal critical appraisal of the final articles because the primary aim of our scoping review was to describe the breadth of evidence and map the characteristics of the literature on digital phenotyping.

Synthesis of Results
We summarized the studies for the following characteristics: countries of origin, study designs, clinical areas, active and/or passive data collected, modes of data collection, data analysis approaches, and limitations. The World Health Organization’s region classification was used to group the countries of origin [14]. The study designs were grouped as follows: observational studies, randomized trials, post hoc analyses of observational studies, and post hoc analyses of RCTs.

In this scoping review, we mapped the types of data collected in the studies into the following categories: wearable/activity (passive data), mobile phone (passive data), clinical/biometric (passive data), and active. The passive data categories were based on the Activity-Biometrics-Communication framework by Jayakumar and colleagues [15]. Wearable/activity data included those generated by and collected from wearable devices, mobile phone data included those passively collected from a mobile app or from the mobile device itself (such as the microphone), and clinical/biometric data included passively
collected biological data such as blood pressure, body temperature, heart rate, and so on. Active data included patient-reported outcome measurements on a mobile app, as well as responses to survey questions on a mobile app. We tabulated all the passive and active data points collected in the included studies.

The following categories were used to map how active and passive data were collected in the included studies: wearable device, mobile app, wearable device + mobile app, wearable device + other, and other. We tabulated the wearable devices and mobile apps used in the studies. We used the following broad categories to map the data analysis approaches: regression, statistical methods, machine learning techniques, and latent growth analysis.

Results

Search Results

Figure 1 depicts the PRISMA flowchart of the study selection process. A total of 454 articles were identified from PubMed and Google Scholar after removal of duplicates. Following the screening of the titles, abstracts, and keywords, 80 articles were eligible for full-text review. After reviewing the full-text articles, we excluded 30 that did not meet our eligibility criteria and 4 whose full texts were unavailable. Thus, 46 articles were deemed eligible for inclusion in this scoping review. Detailed characteristics of these 46 articles are presented in Multimedia Appendix 2.

Countries of Origin

Most studies (n=26, 56.5%) originated from North America, including the United States (n=24) [16-39] and Canada (n=2) [40,41]. Twelve studies (26.1%) were conducted in European countries, such as France [42,43], Germany [44,45], Italy [46,47], Luxembourg [43], Spain [48,49], Switzerland [50], the Netherlands [48,49], and the United Kingdom [47-49,51-53]. Six studies (13%) originated from countries in the Western Pacific region, including Australia [54,55], Japan [56,57], and South Korea [58,59]. Only 1 study (2.2%) came from the Southeast Asian (China) [60] and Eastern Mediterranean (Qatar) [61] regions. Table 2 summarizes the studies’ regions of origin.

Table 2. Summary of the number of studies by the World Health Organization’s region classification.

<table>
<thead>
<tr>
<th>World Health Organization’s region classification</th>
<th>Countries of origin</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eastern Mediterranean</td>
<td>Qatar</td>
<td>1 (2.2)</td>
</tr>
<tr>
<td>Europe</td>
<td>France, Germany, Italy, Luxembourg, Spain, Switzerland, the Netherlands, and the United Kingdom</td>
<td>12 (26.1)</td>
</tr>
<tr>
<td>Southeast Asia</td>
<td>China</td>
<td>1 (2.2)</td>
</tr>
<tr>
<td>North America</td>
<td>Canada, the United States</td>
<td>26 (56.5)</td>
</tr>
<tr>
<td>Western Pacific</td>
<td>Australia, Japan, South Korea</td>
<td>6 (13)</td>
</tr>
</tbody>
</table>
Study Designs
The most dominant study design was observational (n=28, 60.9%) [17, 20, 21, 23-25, 27, 28, 31, 32, 34, 36-40, 42-47, 49-51, 57, 58, 60], followed by randomized trials (n=10, 21.7%) [19,22,26,30,35,41,52-55], post hoc analyses of RCTs (n=5, 10.9%) [18,29,56,59,61], and post hoc analyses of observational studies (n=3, 6.5%) [16,33,48].

Clinical Areas
The clinical areas investigated in the included studies were heterogeneous. Most (n=15, 32.6%) studies focused on psychiatric disorders, mental health disorders, and neurological diseases, including Parkinson disease [44,51]. Psychiatric and mental health disorders included body dysmorphic disorder [37], disordered eating [54], cognitive impairment [61], substance use disorder [17,31], depression [40,46,49,53,60], anxiety disorders [40,53], schizophrenia [23], and stress [26].

A total of 7 (15.2%) studies focused on cardiovascular diseases, which included hypertension [19,21,45], hypercholesterolemia [56], heart failure [24], and general cardiovascular health [32,47]. Five studies (10.9%) focused on cancer, including skin cancer [28], melanoma [34,35], breast cancer [55], and monitoring patients undergoing chemotherapy [27]. Moreover, 3 (6.5%) focused on diabetes [30,38,52], and 7 (15.2%) focused on participants who were overweight or obese [16,18,30,33,36,43,59]. Meanwhile, 4 (8.7%) studies assessed hospital-related outcomes, including postoperative recovery [20], posthospital discharge [22,29], and in-hospital admission of geriatric patients [50]. Three studies (6.5%) included patients undergoing hemodialysis [25,46,61]. Other clinical areas investigated included circadian rhythms [42], cough [57], sarcopenia [58], physical training [39], and rheumatoid arthritis and lupus erythematosus [41].

Types of Active and Passive Data Collected
We categorized the types of data collected in the studies as follows: wearable/activity (passive data), mobile phone (passive data), clinical/biometric (passive data), and active.

Regarding passively collected data, 37 (80.4%) studies evaluated wearable/activity data, 3 (6.5%) studies evaluated mobile phone data, and 13 (28.3%) studies evaluated clinical/biometric data. Nine (19.6%) studies assessed active data. Table 3 summarizes the wearable/activity, mobile phone, clinical/biometric, and active data points collected in the studies.
### Table 3. List of the active and passive data points collected in the studies included in this scoping review.

<table>
<thead>
<tr>
<th>Passive data</th>
<th>Mobile phone</th>
<th>Clinical/biometric</th>
<th>Active data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobility pattern [37]</td>
<td>Frequency of app use [37]</td>
<td>Heart rate [17, 19-21, 32, 39, 43, 45, 48, 53, 60]</td>
<td>Exercise amount [54,59]</td>
</tr>
<tr>
<td>Step count [18-22, 26, 27, 29, 30, 39, 43, 46, 56, 59-61]</td>
<td>Number of days activity monitor data were uploaded to the web-based app [52]</td>
<td>Skin temperature [17]</td>
<td>Fitness/health motives for exercise [54]</td>
</tr>
<tr>
<td>Energy expenditure [39,52]</td>
<td>GPS location [40,60]</td>
<td>Weight [38,43]</td>
<td>Patient Health Questionnaire-9 in an app [60]</td>
</tr>
<tr>
<td>Sleep duration [19, 26, 39, 48, 49, 53, 56, 60]</td>
<td>Screen on-and-off status [40,60]</td>
<td>Blood glucose levels [38]</td>
<td>Liebowitz Social Anxiety Scale [40]</td>
</tr>
<tr>
<td>Sleep efficiency [19,48,49,53,56]</td>
<td>Ambient audio [40]</td>
<td>N/A</td>
<td>Generalized Anxiety Disorder 7-Item Scale [40]</td>
</tr>
<tr>
<td>Sleep stage [56]</td>
<td>Light sensor data [40]</td>
<td>N/A</td>
<td>Patient Health Questionnaire 8-item scale [40,48,49]</td>
</tr>
<tr>
<td>Distance walked [45,56]</td>
<td>Telephone call recipient [42]</td>
<td>N/A</td>
<td>Sheehan Disability Scale [40]</td>
</tr>
<tr>
<td>Daytime nap frequency [24]</td>
<td>Telephone call duration [42]</td>
<td>N/A</td>
<td>Meals logged [59]</td>
</tr>
<tr>
<td>Repositioning events [36]</td>
<td>Articles read [59]</td>
<td>N/A</td>
<td>Intake of green foods logged [59]</td>
</tr>
<tr>
<td>Three-dimensional acceleration [17]</td>
<td>Comments posted [59]</td>
<td>N/A</td>
<td>Rosenberg Self-Esteem Scale [48]</td>
</tr>
<tr>
<td>Number of activity monitor wear days across the intervention [52]</td>
<td>Number of posts [59]</td>
<td>N/A</td>
<td>Weigh-ins logged [59]</td>
</tr>
<tr>
<td>Number of interactions with wearable sensor [17]</td>
<td>Messages sent to coaches [59]</td>
<td>N/A</td>
<td>Self-reported location [31]</td>
</tr>
<tr>
<td>Physical activity [16, 33, 38, 41, 45, 47, 48, 50, 52]</td>
<td>Number of likes [59]</td>
<td>N/A</td>
<td>Self-reported social context [31]</td>
</tr>
<tr>
<td>Number of postural transitions [61]</td>
<td>Screen time metrics [24]</td>
<td>N/A</td>
<td>Self-reported cannabis use [31]</td>
</tr>
<tr>
<td>Exercise time [59]</td>
<td>N/A</td>
<td>N/A</td>
<td>Mental and physical 5-point scale [39]</td>
</tr>
<tr>
<td>Step speed [19]</td>
<td>N/A</td>
<td>N/A</td>
<td>Self-reported sleep, hydration, and nutrition [39]</td>
</tr>
<tr>
<td>Time spent walking [16]</td>
<td>N/A</td>
<td>N/A</td>
<td>Confidence in instructors and graduation [39]</td>
</tr>
<tr>
<td>Durations of postural transitions [61]</td>
<td>N/A</td>
<td>N/A</td>
<td>Speech patterns [48]</td>
</tr>
<tr>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Cognitive function [23,48]</td>
</tr>
</tbody>
</table>

*N/A: not applicable.*

### Modes of Data Collection

The categories used to map how active and passive data were collected in the included studies were as follows: wearable device, mobile app, wearable device + mobile app, wearable device + other, and other. Most (n=25, 54.3%) studies fell under the wearable device category [16-20, 22, 24, 25, 32-34, 36, 38, 43, 44, 46, 47, 49-51, 55-58, 61]. Many (n=14, 30.4%) studies also collected data using a combination of wearable devices and a mobile app and thus fell under the wearable device + mobile app category [21,23,26-30,35,39,45,48,53,54,60]. Of the studies, 8.7% (n=4) fell under the mobile app category [31,37,40,59], 4.4% (n=2) under the wearable device + other category [41,52], and 2.2% (n=1) under the other category [42], which included data collection through web-based applications. Textbox 1 lists the types of wearable devices and mobile apps used in the studies.
**Textbox 1.** List of wearable devices and mobile apps used to collect active and passive data in the studies included in this scoping review.

<table>
<thead>
<tr>
<th>Wearable devices</th>
<th>Mobile apps</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Activity monitor (Actical, Philips Respironics) [24]</td>
<td>• Apple Health app [21]</td>
</tr>
<tr>
<td>• activPAL (PAL Technologies Limited) [55]</td>
<td>• Beiwe app [23]</td>
</tr>
<tr>
<td>• Apple Watch Series 2, 3, or 4 smartwatches [21,39,45]</td>
<td>• BreeConnect App [45]</td>
</tr>
<tr>
<td>• Biobeam wearable device [53]</td>
<td>• InstantSurvey smartphone app [54]</td>
</tr>
<tr>
<td>• Body weighing scale (Withings) [43]</td>
<td>• iOS Biobase app [53]</td>
</tr>
<tr>
<td>• BP-800 blood pressure monitor (Withings) [43]</td>
<td>• MApp [31]</td>
</tr>
<tr>
<td>• Cellular-enabled scale [38]</td>
<td>• mindLAMP app [23]</td>
</tr>
<tr>
<td>• E4 wearable sensor (Empatica) [17]</td>
<td>• Mood Mirror app [60]</td>
</tr>
<tr>
<td>• FitBit [16,20,25,26,32,33,38,41,48,49,54,56]</td>
<td>• Noom app (for food diaries) [59]</td>
</tr>
<tr>
<td>• Garmin Vivofit2 activity monitor [55]</td>
<td>• Patient-reported outcomes app [27]</td>
</tr>
<tr>
<td>• Inertial SHIMMER sensors (Shimmer Research Limited) [44]</td>
<td>• Perspectives app on iOS [37]</td>
</tr>
<tr>
<td>• Mi Band 2 (Xiaomi Corporation) [60]</td>
<td></td>
</tr>
<tr>
<td>• Microsoft Band 2 [27]</td>
<td></td>
</tr>
<tr>
<td>• Omron Evolv Wireless Blood Pressure Monitor [19,21]</td>
<td></td>
</tr>
<tr>
<td>• Phone-tethered glucometer [38]</td>
<td></td>
</tr>
<tr>
<td>• Withings pulse activity tracker [43]</td>
<td></td>
</tr>
<tr>
<td>• Samsung Galaxy Watch [19]</td>
<td></td>
</tr>
<tr>
<td>• SenseWear Mini (BodyMedia) multisensory monitor [41]</td>
<td></td>
</tr>
<tr>
<td>• SenseWear Armband [46]</td>
<td></td>
</tr>
<tr>
<td>• Shade wearable ultraviolet radiation sensor [28]</td>
<td></td>
</tr>
<tr>
<td>• Smartwatch (unspecified) [23]</td>
<td></td>
</tr>
<tr>
<td>• Ultraviolet radiation exposure sensor [28,34]</td>
<td></td>
</tr>
<tr>
<td>• Validated pendant sensor (PAMSysTM, BioSensics LLC) [61]</td>
<td></td>
</tr>
<tr>
<td>• Waist-worn activity tracker (ActiGraph wGT3X-BT) [34]</td>
<td></td>
</tr>
<tr>
<td>• Wearable smart belt (WELT) [58]</td>
<td></td>
</tr>
<tr>
<td>• Wearable triaxial accelerometer sensor [36]</td>
<td></td>
</tr>
<tr>
<td>• Wrist-worn ActiGraph GT3X+ [55]</td>
<td></td>
</tr>
<tr>
<td>• Wrist-worn ultraviolet dosimeter [35]</td>
<td></td>
</tr>
<tr>
<td>• Wrist-worn wearable device (Withings Activite Steel) [18,22,29,30]</td>
<td></td>
</tr>
</tbody>
</table>
Data Analysis Approaches

Regarding the data analysis techniques, 22 (47.8%) studies used regression-based statistical methods [16,20,22,23,28,30,33,35,37,40,41,43,45,48-50,53,54,56,58,61], 2 (4.3%) used latent growth analysis [18,38], and 14 (30.4%) used other statistical analysis methods [21,24-26,29,31,32,34,42,44,46,47,52,55]. One (2.2%) study did not perform any statistical analyses because it was a case report [36]. Only 7 (15.2%) studies used machine learning approaches to build predictive models [17,19,39,51,57,59,60], while 1 study used logistic regression and random forest classifiers [51]. Another study tested 25 classification models from the following categories: decision trees, discriminant analysis, logistic regression, naive Bayes classifiers, support vector machines, nearest neighbor classifiers, and ensemble classifiers [17]. One study used 6 different machine learning models: support vector machines, k-nearest neighbors, decision trees, naive Bayes, random forest, and logistic regression [60].

A study conducted in Japan used a deep learning–based machine learning algorithm called variational autoencoder for feature extraction and k-mans clustering algorithm for classification [57]. Another study used random forest, support vector machine, gradient boosting decision trees, long short-term memory, and autoregressive integrated moving average techniques [19]. A study from South Korea used an elastic net machine learning approach [59], and 1 from the United States used a random forest approach [39].

Limitations of the Included Studies

The limitations put forward by the authors of the studies in this review were heterogenous. Most studies reported low generalizability of their findings due to small sample size, single-center study designs, short study durations, and narrow population segments included in the studies. Due to the observational nature of the studies, causal relationships between the passive and active data collected and outcome measures could not be confirmed. Some studies also reported device- and app-related limitations, including short battery life of smartwatches (leading to underestimation of physical activity) [21], challenges in keeping the app running 24/7 [60], no measurements of users’ interactions with mobile phone notifications [26], missing data [23,30,48,49], and drawbacks in the algorithms tested [16,32,45,57,58]. Another limitation reported was reliance on self-reported data, which included active data collected and those collected for outcome measurements.

Discussion

Principal Findings

Our scoping review provides an insight into the breadth of research on digital phenotyping published in the last 3 years. Most studies originated from North America, had observational study designs, and used wearable devices to collect passive and/or active data. The studies spanned various clinical indications, but psychiatric disorders, mental health disorders, and neurological diseases were the most common areas. Only 7 (15.2%) studies used machine learning–based approaches for data analysis, while the rest predominantly used statistical methods. Most studies had low sample sizes, limiting their generalizability to other populations and clinical settings.

Digital maturity and uptake of wearables vary significantly across regions; however, the onset of the COVID-19 pandemic has generally led to an increase in the use of digital health tools for remote monitoring [62]. In our scoping review, 56.5% (n=26) of the studies were conducted in North America. Market research trends from 2021 indicated that North America is currently leading the global digital health market, and this market is poised to accelerate even faster than the global average between 2021 and 2025 [63]. There is also a significant impact on the pace of transformation from the aftereffects of large-scale enterprise systems implementations. Consumers from this region reported an increase in wearable use from 9% to 33% over the last 4 years, while the number of smartwatch users grew from 42 million to 45.2 million users from 2020 to 2021 and is expected to reach 51.9 million by 2024 [64]. These trends point to greater personalization and innovation in the use of health monitoring tools and wearables in North America. In Europe, the adoption of digital health tools among patients increased from 85% in 2015 to 87% in 2017, with patients increasingly adopting technologies such as wearables and remote patient monitoring tools [65]. The increase in the uptake of digital tools in Europe is attributed to the growing geriatric population coupled with the rising preference for remote patient monitoring. Increasing government initiatives for the development of digital health in the region and growing digital infrastructure will drive market growth [66].

The types of studies in this review were primarily observational (n=28, 60.9%), most of which were cohort-based prospective observational studies. Since wearable device–related studies are relatively new, the rigor and complexity of the study protocols varied significantly, from randomized trials to simple observational studies. We found that digital phenotyping research has been primarily explored in clinical indications related to mental illnesses and psychiatric disorders, but several studies also focused on chronic conditions such as cardiovascular diseases, obesity, and cancer. This points toward growing attention on the real-time monitoring of chronic, long-term conditions, as the patient journeys of these conditions largely occur outside clinical settings.

We observed that the most common data collection tool used across the studies was commercial wearable devices, in line with other reviews conducted in this area [15,67]. Wearable devices have immense potential in both research and disease management due to their ability to collect vast amounts of lifestyle data with high granularity and continuity [19]. While such devices provide a lower barrier to entry, some challenges regarding commercial wearable device use were reported in the studies. For example, one study in our scoping review reported that the short battery lives of smartwatches may have
underestimated physical activity levels [21], and another shortlisted study reported that the Apple Watch could only collect a limited range of heart rate data [39]. Moreover, these devices are associated with data privacy concerns [39]. The “black box” algorithms typically used by most of these devices do not provide clarity on their data collection and analysis practices, leading to inherent biases and subsequent ethical drawbacks when collecting passive data [68].

Although less commonly used in the included studies, smartphone apps are useful in ecological momentary assessments through user-reported, real-time active data. This can help in self-monitoring of behaviors, symptoms, and treatment compliance, as well as in providing information/education and feedback [31]. In their review, Coghlan and D’Alfonso [13] describe a third type of data for digital phenotyping, called interactive data. These can be content-free interactions (such as swiping, tapping, and web searching) or content-rich interactions (such as social media use) [9]. For example, one of the shortlisted studies used interactive data, such as articles read per week, group posts per week, and likes per week, on an app to identify digital behavioral phenotypes of patients with obesity [59]. Such data from a smartphone can provide valuable insights into a user’s health status and behaviors, but they are also prone to data privacy concerns and inherent biases.

The use and adoption of newer analytical and machine learning methods for longitudinal data typically collected using wearables are gaining traction in digital health. We found 2 (4.3%) studies using latent class analysis [18,38], which is a statistical procedure used to identify qualitatively different subgroups within populations that share certain outward characteristics. Random forest was the most common machine learning technique used [19,39,51,60], followed by logistic regression [17,51,60] and support vector machines [17,19,60]. Random forests work by combining many small, weak decisions for a single strong prediction [6]. This machine learning approach is gaining traction in noncomputational fields and is becoming a standard classification approach in many scientific fields [69]. Random forest algorithms are robust to overfitting, can deal with highly nonlinear data, and remain stable when outliers are present [70]. As 1 of our shortlisted studies reported, although neural network–based approaches outperform in unstructured data such as image and language, tree-based ensemble machine learning models such as random forests have the best performance in structured data that are essentially in tabular form [19]. One study included in our scoping review used and compared a variety of machine learning approaches, including support vector machines, k-nearest neighbors, decision trees, naive Bayes, random forest, and logistic regression; in most cases, the authors found that the random forest method worked the best [60].

Using novel machine learning approaches, passive and active data collected from wearable devices and mobile phones can be used to build “digital phenotypes,” enabling the personalization of digital health interventions and treatment plans. These digital phenotypes can be likened to customer segmentation models used by other industries. Better segmentation of health consumer behaviors can play a critical role in our ability to deliver precision digital health interventions. Some studies included in this scoping review established digital phenotypes using the digital data they collected, but these categories were not explicitly called digital phenotypes. For example, 1 study used FitBit data to classify participants into the following physical activity groups: stable active (ie, meeting physical activity recommendations for 2 weeks), stable insufficiently active, stable nonvalid wear, favorable transition (ie, improvements in the physical activity category), and unfavorable transition [33]. Another study used clinical/biometric data from a wearable sensor to develop a cough monitoring system that employed machine learning to distinguish cough and noncough units [57]. Such digital phenotypes can help “close the loop” between monitoring and taking action, helping create adaptive, tailored preventive and treatment journeys [71].

Regular use of wearable technology or behavior-tracking digital health technologies is a valuable intervention in managing health; however, personalized solutions are crucial to users’ engagement, as shown by research on the use of wearables in health care [72]. Myneni and colleagues [73] analyzed the behavior change content of a community-based wearable that supports smoking cessation and found evidence from various behavior change theories, including the self-efficacy theory. Other studies examining behavior change technologies that addressed the role of self-efficacy in changing one’s behavior proposed the theory of self-efficacy as a key foundation for wearables, suggesting that perceived self-efficacy facilitates the link between intervention and behavior change [72]. Thus, integrating digital phenotyping and wearable device use can improve self-efficacy behaviors, enabling patients and health consumers to take ownership of their health and wellness.

**Future Implications**

Digital phenotyping shows promise in improving person-centered care. Such precision care can help drive a proactive, predictive approach to health interventions and improved outcomes. Our scoping review highlights the increasing application of statistical and machine learning models on health consumer data from wearable devices. The opportunity to refine digital phenotypes with personal, self-reported data points and real-world passive health information is likely to add value to multiple medical research disciplines and accelerate behavioral health. The success of digital phenotyping is dependent on the willingness of hospitals, physicians, and health care organizations to participate in its development for the benefit of patients and health consumers. Hence, prospective, longitudinal studies that include larger data sets from diverse populations will be important to instill greater confidence in digital phenotyping approaches. Digital phenotyping research has been primarily explored in clinical indications related to mental illnesses and psychiatric disorders. Future work should focus on multivariate, replicable models that link to health outcomes across various indications as well as combine and analyze multiple data sources to provide a more holistic picture of an individual’s behaviors and disease state.

Furthermore, given the rapid evolution of privacy concerns affecting consumer technologies, finding ways to ensure data privacy and ethical use of health information should be seen as
a strategic priority not only to understand the boundaries of the type of information that can be used for digital phenotyping but to prioritize systems and checks for health consumer consent and participation. AI and machine learning approaches need to use more transparent, replicable, bias-free algorithms to aid in robust decision making. This is especially important in low- and middle-income contexts, where legal and regulatory frameworks around machine learning deployment in health care may be inadequately defined [74].

Building digital phenotypes has tremendous opportunities in improving the user experience of mobile app–based digital health solutions, helping drive positive health outcomes. Interactive data from a smartphone can be used to generate “engagement phenotypes,” and digital journeys can be tailored to each phenotype [71]. Our previous work in machine learning suggests that metrics such as user churn combined with digital phenotyping can help improve user engagement with digital health interventions, thereby potentially leading to better outcomes [75]. Further work needs to be done on the real-world application of machine learning–based models for digital phenotyping in health care settings.

Scoping Review Limitations

Our scoping review may have missed relevant articles because we only used 2 evidence sources (Google Scholar and PubMed) to find articles due to their open-source nature. Because we wanted to capture the breadth of digital phenotyping literature published more recently, we only considered articles published from 2020 onward. However, evidence on digital phenotyping has rapidly grown in the past couple of years. Hence, our scoping review most likely provided an apt snapshot of emerging research on digital phenotyping. For speed, multiple reviewers were involved in screening the full-text articles, which may have led to different interpretations of the results and implications. To help counteract this, we organized frequent discussions among the reviewers to address any concerns about whether a study should be included and reach a consensus. We did not conduct an in-depth citation search of the final articles. Thus, we may have missed relevant articles. Finally, we did not evaluate the quality of the included articles using validated quality assessment checklists. This was mainly due to the heterogeneity of the study characteristics.

Conclusions

Our scoping review provides insightful foundational and application-oriented approaches toward digital phenotyping, including the use of active and passive data, differences in study design, and perhaps most importantly, the growing use of newer data analytics and machine learning algorithms to define and implement digital phenotypes in health care. Future work should focus on conducting longitudinal studies with diverse populations and larger data sets from multiple sources, leveraging newer machine learning approaches for digital phenotyping, addressing privacy and ethical concerns around passive data collection from commercial wearable devices and smartphones, and building digital phenotypes to tailor treatment plans and digital health interventions.
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Abstract

Background: The autonomic nervous system (ANS) plays a central role in pregnancy-induced adaptations, and failure in the required adaptations is associated with adverse neonatal and maternal outcomes. Mapping maternal ANS function in healthy pregnancy may help to understand ANS function.

Objective: This study aimed to systematically review studies on the use of heart rate variability (HRV) monitoring to measure ANS function during pregnancy and determine whether specific HRV patterns representing normal ANS function have been identified during pregnancy.

Methods: The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guideline was used to guide the systematic review. The CINAHL, PubMed, SCOPUS, and Web of Science databases were searched to comprehensively identify articles without a time span limitation. Studies were included if they assessed HRV in healthy pregnant individuals at least once during pregnancy or labor, with or without a comparison group (eg, complicated pregnancy). Quality assessment of the included literature was performed using the National Heart, Lung, and Blood Institute (NHLBI) tool. A narrative synthesis approach was used for data extraction and analysis, as the articles were heterogenous in scope, approaches, methods, and variables assessed, which precluded traditional meta-analysis approaches being used.

Results: After full screening, 8 studies met the inclusion criteria. In 88% (7/8) of the studies, HRV was measured using electrocardiogram and operationalized in 3 different ways: linear frequency domain (FD), linear time domain (TD), and nonlinear methods. FD was measured in all (8/8), TD in 75% (6/8), and nonlinear methods in 25% (2/8) of the studies. The assessment duration varied from 5 minutes to 24 hours. TD indexes and most of the FD indexes decreased from the first to the third trimesters in the majority (5/7, 71%) of the studies. Of the FD indexes, low frequency (LF [nu]) and the LF/high frequency (HF) ratio showed an ascending trend from early to late pregnancy, indicating an increase in sympathetic activity toward the end of the pregnancy.

Conclusions: We identified 3 HRV operationalization methods along with potentially indicative HRV patterns. However, we found no justification for the selection of measurement tools, measurement time frames, and operationalization methods, which threaten the generalizability and reliability of pattern findings. More research is needed to determine the criteria and methods for determining HRV patterns corresponding to ANS functioning in healthy pregnant persons.

(JMIR Bioinform Biotech 2022;3(1):e36791) doi:10.2196/36791
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Introduction

The autonomic nervous system (ANS) is one of the central regulatory systems that responds to various internal and external stresses [1]. Pregnancy is one of the stimuli that requires various physiological changes in order to adapt to relevant demands regarding fetal development and thus needs ANS regulatory function [2,3]. Systemic vasodilation is the primary initial pregnancy-related event [4-6]. The outcome of systemic vasodilation is a series of systemic accommodations that involve almost all the body systems including respiratory, cardiovascular, digestion, and endocrine systems [7]. The combination of these systemic accommodations is known as "homeostasis," which is a dynamic and complex function [8]. Establishing homeostasis during pregnancy is necessary to promote embryonic and fetal growth. Due to the dynamic nature of pregnancy, it is critical to understand whether the corresponding dynamic ANS function results in a certain pattern of changes reflecting healthy accommodation in ways that can be observed and acted upon. However, the safeguard for the amount, severity, and pattern of safe changes in ANS function is not well known, in part because it is impractical to continuously observe the function in vivo using existing methods.

The traditional tests for ANS assessment are those that evaluate the cardiovascular reflexes in response to provocative maneuvers [9,10]. Although these ANS assessment maneuvers are widely applied in clinical settings for diagnostic purposes, the ability of these maneuvers to reflect ANS function in real life is not well-justified due to the fact that the tests are often performed in controlled situations and artificial settings such as laboratories and hospitals that intrinsically can affect ANS function during the assessment. Additionally, due to the dynamic nature of pregnancy-related accommodations, episodic-only assessments are insufficient to capture the dynamism in ANS function during pregnancy. Thus, to assess this dynamism, more in vivo assessment techniques in real time are needed.

Heart rate variability (HRV), defined as a variation in the beat-to-beat (RR or NN) interval, is a well-known, noninvasive assessment tool for ANS that has been recently applied widely for both clinical and nonclinical purposes [11]. A study performed with 8 million individuals indicated that HRV can vary by age, sex, and activity [12]. However, less is known regarding how pregnancy may affect HRV, to understand ANS regulations induced in pregnancy. This is especially important to investigate as various studies have indicated that ANS dysregulation assessed through HRV can be associated with common pregnancy complications including hypertensive disorders and gestational diabetes [13-16]. Thus, we aimed to review studies that have assessed HRV for ANS regulations during uncomplicated pregnancies to answer the following questions: (1) whether and how HRV has been used to measure ANS function during healthy pregnancy and (2) whether any specific HRV patterns have been identified during pregnancy.

Methods

Design

We conducted a systematic review using the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) standards [17] to guide the study. The population, exposure, comparator, and outcome (PECO) framework was used to develop the research question and search terms. The research question was: Has HRV monitoring (exposure) been used to measure ANS function (outcome) during pregnancy (population), and if so, what specific HRV patterns (comparison) representing normal ANS function have been identified during pregnancy?

Information Sources

The PubMed, CINAHL, SCOPUS, and Web of Science databases were searched initially in August 2020 and updated in June 2021 (past June 2021). Although we applied no limitation to the time span for the search, the time span varied for each database depending on the publication history of each database. See Multimedia Appendix 1 for more details.

Search Strategy

To access further studies, additional sources were reviewed, including reference lists of the included articles and Google Scholar. Keywords including “Heart Rate Variability (HRV)” and “Pregnancy” were used for both simple and advanced searches of each database separately (see Multimedia Appendix 1 for all terms and search strategies used for each database).

Inclusion and Exclusion Criteria

The population included healthy pregnant individuals. Studies that involved various interventions (e.g., exercise) with healthy pregnant women were excluded. Being pregnant was considered as the exposure (E) component, which was required for all the studies. Studies with or without a comparison (C) group (e.g., complicated pregnancy) were eligible for inclusion. HRV, assessed at least once during pregnancy or labor, was considered the expected outcome (O) for all the studies that were assessed. Studies were included if available in the English language. Exclusion criteria were systematic reviews, protocols, conference proceedings, letters to the editor, unpublished or under review papers, and dissertation proposals.

Selection and Data Collection Process

Selected articles were peer reviewed in Covidence online software by 2 independent reviewers. To assess the relevancy, all the studies were screened by both reviewers, ZS and JO, based on titles, abstracts, and full text in 2 steps. In the first step, the abstracts of all the articles that were gathered from the databases were screened in terms of their relevance to our study aim. Next, those articles with relevant titles or abstracts from the first step underwent a full-text assessment. To resolve disagreements, a third reviewer, MB, was involved.

Data Items

We collected the following data: HRV results, as the main outcome; assessment tools used to measure HRV; HRV...
component(s); frequency and duration of the assessment; and gestational age at the assessment.

**Effect Measures**
The effect measure for all the studies was the mean difference, and a significant difference was considered at a $P$ value < .05.

**Risk of Bias Assessment**
Two independent reviewers, ZS and JO, assessed the methodological quality of the selected studies using the National Heart, Lung, and Blood Institute (NHLBI) Quality Assessment scale for observational cohort and cross-sectional studies [18]. The NHLBI quality assessment tool, consisting of 14 questions, assesses studies in terms of the following criteria: study objectives, study population, sample size, exposure, outcome measures, and key potential confounding variables. Each study was assessed for a risk of bias using responses of “yes,” “no,” and “cannot determine/not applicable/not reported” for every single criterion.

**Synthesis Methods**
The included studies were not homogenous in terms of the assessment time frame, component, and frequency; thus, a meta-analysis was not possible. A narrative synthesis was chosen to bring together the broad knowledge from a variety of approaches. This type of synthesis is not the same as a narrative description that accompanies many reviews. To synthesize the literature, we applied the guideline from Popay et al [19]. The steps include (1) preliminary analysis, (2) exploration of relationships, and (3) assessment of the robustness of the synthesis. Theory development was not performed due to the exploratory nature of the research synthesized. For the main synthesis, we extracted the descriptive characteristics of the included studies, presented them in a table, and produced a textual summary of the results. These characteristics included first author, publication year, country, study design, population, and sample size. Then, we applied thematic analysis to extract the main themes from all studies. The 3 themes presented in the Results section represent the main areas of knowledge available about HRV in pregnant individuals. These included HRV-related measures during pregnancy (duration and frequency of the HRV assessment, assessment tool used to measure HRV, and assessed HRV components), HRV changes or patterns in the different trimesters of pregnancy as compared with nonpregnant individuals, and HRV changes or patterns across or between the different trimesters of pregnancy.

**Results**

**Study Selection**
A total of 245 articles were accessed, of which 120 duplicates were removed by 2 autonomous reviewers. Of the remaining 125 articles, 108 were excluded during the title and abstract screening process. Of the 17 articles that underwent the full-text screening process, 9 were excluded for a variety of reasons (intervention, psychological exposure, findings not reported), resulting in 8 articles that went through the data extraction and synthesis process: See Figure 1 for the PRISMA flow.
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Results of the Synthesis

Study Characteristics

Participants were mainly pregnant (as the study group) and sometimes included nonpregnant individuals (as a control group) aged from 16 years to 45 years. One of the studies included hypertensive and pre-eclamptic comparison groups [20]. All 8 studies included healthy participants as the main study group. The definition of healthy pregnancy varied from study to study; studies often were selective in considering the American College of Obstetricians and Gynecologists definition or did not specify the characteristics for their definition. For example, one of the studies [21] relied on 2 criteria for distinguishing healthy pregnant individuals: no history of cardiovascular diseases and no drug consumption affecting the ANS. All the studies recruited participants from outpatient settings including prenatal care centers. Of the 8 included studies, 5 were conducted in India, 2 were conducted in the United States, and 1 was conducted in Portugal. See Table 1 for details.
Table 1. Characteristics of included studies based on the population, exposure, comparator, outcome, and study (PECOS) framework.

<table>
<thead>
<tr>
<th>Author, publication year, country</th>
<th>Study design (S, C)</th>
<th>Population (P, E)</th>
<th>Duration and frequency</th>
<th>Tool</th>
<th>HRV components (O)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chamchad et al [22], 2007, United States</td>
<td>Cross-sectional with 2 comparison groups</td>
<td>24 nonpregnant healthy and 22 full-term (labor) healthy individuals with a single gestation</td>
<td>A single 10-minute supine position</td>
<td>ECGa</td>
<td>LF(^b) (ms(^2)), HF(^c) (ms(^2)), LF/HF, mean NN interval, SDNN(^d), RMSSD(^e), pNN50(^f), HTI(^g), TINN(^b)</td>
</tr>
<tr>
<td>Puente [20], 2011, Portugal</td>
<td>Longitudinal observational study with 3 groups</td>
<td>217 participants: 135 normal blood pressure, 55 hypertensive, 27 pre-eclamptic</td>
<td>563 recordings of 10-minute measurements at 11-14, 15-19, 20-24, 26-30, 30-35, 36-40 weeks of gestational age in the supine position</td>
<td>ECG</td>
<td>LF (ms(^2)), HF (ms(^2)), LF/HF, VLF(^b)</td>
</tr>
<tr>
<td>Garg et al [23], 2020, India</td>
<td>Longitudinal observational with a single group</td>
<td>66 healthy pregnant individuals</td>
<td>A 5-minute measurement at 11-13, 20-22, and 30-32 weeks of gestation in the supine position</td>
<td>ECG</td>
<td>LF (ms(^2)), HF (ms(^2)), LF (nu), HF (nu), LF/HF, SDN, SDSD(^1), pNN50, total power (TP)</td>
</tr>
<tr>
<td>Alam et al [24], 2018, India</td>
<td>Cross-sectional with 4 groups</td>
<td>200 healthy participants: nonpregnant (n=50), first trimester (n=50), second trimester (n=50), and third trimester (n=50)</td>
<td>A single 5-minute measurement between 9:00 AM and 12.00 PM in the supine position</td>
<td>ECG</td>
<td>LF (ms(^2)), HF (ms(^2)), HF (nu), LF (nu) LF/HF, mean RR interval, SDN, RMSSD, NN50, pNN50</td>
</tr>
<tr>
<td>Gandhi et al [25], 2014, India</td>
<td>Longitudinal observational with 2 comparison groups</td>
<td>60 healthy participants: pregnant individuals (n=30), nonpregnant individuals (n=30)</td>
<td>A single 5-minute measurement for nonpregnant individuals and twice in the first (6-12 weeks) and third (25-36 weeks) trimesters for pregnant individuals</td>
<td>ECG</td>
<td>VLF, LF (ms(^2)), HF (ms(^2)), LF (nu), HF (nu), LF/HF, SDNN, RMSSD, SDDS, NN50, pNN50, SD(^1), SD(^2), HTI, mean RR interval</td>
</tr>
<tr>
<td>Solanki et al [21], 2020, India</td>
<td>Cross-sectional case-control study</td>
<td>119 healthy individuals: pregnant individuals (n=89): T(_1) (n=24), T(_2) (n=37), T(_3) (n=28), and nonpregnant individuals (n=30)</td>
<td>A single 5-minute assessment between 8.30 am and 12.00 pm in the supine position</td>
<td>ECG</td>
<td>VLF, LF (nu), HF (nu), LF/HF, SDN, RMSSD, SDDS, NN50, pNN50, HTI, SD(_1), SD(_2)</td>
</tr>
<tr>
<td>Veerabhadrappa et al [26], 2015, India</td>
<td>Cross-sectional study with 4 groups</td>
<td>156 participants: first trimester (n=25), second trimester (n=47), third trimester (n=52), and postpartum (within a week; n=32)</td>
<td>A single, simultaneous assessment in each group</td>
<td>ECG</td>
<td>LF (nu), HF (nu), LF/HF</td>
</tr>
<tr>
<td>Stein et al [27], 1999, United States</td>
<td>Longitudinal observational study with a single group</td>
<td>8 healthy nonpregnant individuals who expect to be pregnant</td>
<td>5 successive 24-hour recordings at prepregnancy and 56, 10, 18, and 34 weeks of gestational age</td>
<td>Holter</td>
<td>ULF(^m), VLF, LF (ms(^2)), HF (ms(^2)), SDN, SDANN(^n), SDNN, RMSSD, pNN50, TP</td>
</tr>
</tbody>
</table>

\(^a\)ECG: electrocardiogram.  
\(^b\)LF: low frequency.  
\(^c\)HF: high frequency.  
\(^d\)SDNN: standard deviation of the NN interval.  
\(^e\)RMSSD: root mean square of successive NN interval differences.  
\(^f\)pNN50: percentage of successive NN intervals that differ by more than 50 ms.  
\(^g\)HTI: integral of the intensity of the NN interval histogram divided by its height.  
\(^b\)TINN: total variation index of the NN intervals.  
\(^i\)VLF: very-low frequency.  
\(^j\)SDSD: standard deviation of the differences between successive NN intervals.  
\(^k\)SD\(_1\): Poincaré plot standard deviation perpendicular to the line of identity.  
\(^l\)SD\(_2\): Poincaré plot standard deviation along the line of identity.  
\(^m\)ULF: ultra-low frequency.  
\(^n\)SDANN: standard deviation of the average NN interval.
**HRV Assessment**

**Tools**
To measure HRV components, the majority of the studies (7/8, 88%) computed the short-term beat-to-beat interval using an electrocardiogram (ECG). Only 1 study used a 24-hour Holter for HRV assessment. These assessment tools, however, used different software to analyze the produced algorithm, such as VarioWin_HR (Genesis Medical Systems Pvt Ltd, Telangana, India), NI-DAQ approximate entropy (ApEn; National Instruments Corp, Austin, TX), DATAQ Instruments (Akron, OH), Labchart Pro 7 (ADInstruments, Sydney, Australia), and a Marquette Laser SXP Holter scanner (Marquette Electronics Inc, Milwaukee, WI). One study did not report the software used for signal analysis.

**Assessment Characteristics**
Assessment processes were performed in health settings such as a hospital or clinic. In 3 of 8 studies, participants were asked to refrain from consuming stimulant substances including tea, coffee, cola, and alcoholic drinks as well as to refrain from smoking for 24 hours before the testing [21,23,24]. In 2 of 8 studies, the time frame for conducting the ECG test was specified to be between 8 am and 9 am to 12 pm [21,24]. In 5 of 8 studies, the ECG test was acquired in the supine position [21-23,25]. In 4 of 8 studies, participants were asked to rest for 5 minutes [21,25], 10 minutes [24], or 20 minutes [23] before undergoing the ECG test. The duration of the ECG record varied in different studies and was either 5 minutes [21,23-25] or 10 minutes [20,22]. One study did not specify the duration [26]. Of the 8 studies, 3 used only lead II to obtain the ECG signals [23-25]. The rest of the studies did not report any information regarding the leads that were used.

**Assessed Metrics**
In the included studies, in general, HRV was operationalized using 3 types of components: time-domain (TD), frequency-domain (FD), and nonlinear methods. TD is the primary and simplest way to calculate HRV using statistical calculations of several consecutive beat-to-beat (RR) intervals, and a TD graph shows how a signal changes over time. FD represents a model that reflects the strength of the ANS function (specifically the parasympathetic branch) at a given time, and an FD graph shows how much of the signal lies within each given frequency band over a range of frequencies. The representative metrics for FD include the average NN interval, low frequency (LF), high frequency (HF), the LF/HF ratio, very-low frequency (VLF), ultra-low frequency (ULF), and total power (TP). The relevant metrics for TD are the standard deviation of the NN interval (SDNN), root mean square of successive NN interval differences (RMSSD), successive NN intervals that differ by more than 50 ms (NN50), percentage of NN50 (pNN50), standard deviation of the differences between successive NN intervals (SDSD), and integral of the intensity of the NN interval histogram divided by its height (HTI). A few studies also considered nonlinear algorithms such as the Poincaré plot standard deviation perpendicular to the line of identity (SD1) and Poincaré plot standard deviation along the line of identity (SD2) to measure HRV during pregnancy [11]. The detailed descriptions of all these HRV components including TD, FD, and nonlinear metrics are provided in the Table 2.

Of the 2 main HRV components (TD and FD), at least 3 indexes of FD metrics (eg, LF, HF, LF/HF, VLF, ULF, average NN [RR] interval, TP) were assessed in all the included studies. TD indexes, including SDNN, RMSSD, NN50, pNN50, SDSD, HTI, and TP, were also assessed. The nonlinear methods of SD1 and SD2 were acquired in 2 of 8 studies.

HRV changes or an HRV pattern was defined in the studies as an increase or decrease in the aforementioned HRV components. For example, SDRR is defined as standard deviation of the RR interval. If an article reported an increased SDRR from the first to the second trimesters, the SD of the RR interval was increased from the first trimester to the second trimester.
### Time domain

<table>
<thead>
<tr>
<th>Component</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDNN</td>
<td>ms</td>
<td>Standard deviation of the NN interval</td>
</tr>
<tr>
<td>RMSSD</td>
<td>ms</td>
<td>Root mean square of successive NN interval differences</td>
</tr>
<tr>
<td>NN50</td>
<td>ms</td>
<td>Mean number of times an hour in which the change in successive normal sinus (NN) intervals exceeds 50 ms</td>
</tr>
<tr>
<td>pNN50</td>
<td>%</td>
<td>Percentage of successive NN intervals that differ by more than 50 ms</td>
</tr>
<tr>
<td>SDSD</td>
<td>ms</td>
<td>Standard deviation of the differences between successive NN intervals</td>
</tr>
<tr>
<td>HTI</td>
<td>N/A</td>
<td>Integral of the intensity of the NN interval histogram divided by its height.</td>
</tr>
</tbody>
</table>

### Frequency domain

<table>
<thead>
<tr>
<th>Component</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>LF</td>
<td>ms²/nu</td>
<td>Absolute/relative power of the low frequency band (0.04-0.15 Hz)</td>
</tr>
<tr>
<td>HF</td>
<td>ms²/nu</td>
<td>Absolute/relative power of the high frequency band (0.15-0.4 Hz)</td>
</tr>
<tr>
<td>LF/HF</td>
<td>%</td>
<td>Ratio of LF to HF</td>
</tr>
<tr>
<td>ULF</td>
<td>ms²</td>
<td>Absolute power of the ultra-low frequency band (≤0.003 Hz)</td>
</tr>
<tr>
<td>VLF</td>
<td>ms²</td>
<td>Absolute power of very-low frequency band (0.0033-0.04 Hz)</td>
</tr>
<tr>
<td>Avg N-N</td>
<td>ms</td>
<td>Mean of the NN intervals</td>
</tr>
<tr>
<td>TP</td>
<td>ms²</td>
<td>Absolute power of the total frequency band (≤0.4 Hz)</td>
</tr>
</tbody>
</table>

### Nonlinear

<table>
<thead>
<tr>
<th>Component</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD₁</td>
<td>ms²</td>
<td>Poincaré plot standard deviation perpendicular to the line of identity</td>
</tr>
<tr>
<td>SD₂</td>
<td>ms²</td>
<td>Poincaré plot standard deviation along the line of identity</td>
</tr>
</tbody>
</table>

### HRV Changes in Different Trimesters as Compared With Nonpregnant Individuals

The nonpregnant comparison group included individuals who did not report pregnancy at the time of assessment or were postpartum. Of the studies, 75% (6/8) reported HRV changes in pregnancy as compared with nonpregnancy. However, not all 6 studies overlapped in terms of the assessed HRV components. With this heterogeneity, the data for a trend assessment across the studies were insufficient for most of the HRV components. To report the frequency of the assessed metrics, we used the report format of “X out of Y increased/decreased” in which Y represents the total number of studies that reported the intended component and X reflects the number of studies in which X decreased or increased. The direction of change for most of the HRV components in both FD and TD indexes varied in different studies, specifically in early pregnancy. However, some FD and TD elements showed the same change direction (increase or decrease) in late pregnancy in the majority of the studies that reported the HRV. For instance, as compared with nonpregnant individual elements, the FD elements of HF (nu) in 75% (3/4) of the studies, HF (ms²) in 100% (3/3) of the studies, and VLF in 100% (3/3) of the studies decreased, and LF (nu) increased in late pregnancy in 75% (3/4) of the studies. The TD components of SDNN in 80% (4/5) of the studies, RMSSD in 100% (5/5) of the studies, and pNN50 in 80% (4/5) of the studies decreased in late pregnancy as compared with nonpregnant individuals. See Table 3 for more details.
Table 3. Changes in heart rate variability (HRV) components in pregnant individuals as compared with nonpregnant individuals in different trimesters.

<table>
<thead>
<tr>
<th>First author, year, and measurement period</th>
<th>Linear: frequency domain (FD)</th>
<th>Linear: time domain (TD)</th>
<th>Nonlinear</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LF&lt;sup&gt;a&lt;/sup&gt;</td>
<td>HF&lt;sup&gt;b&lt;/sup&gt;</td>
<td>LF/FH</td>
</tr>
<tr>
<td>Gandhi [25], 2014</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T&lt;sub&gt;1&lt;/sub&gt;</td>
<td>NC</td>
<td>NC</td>
<td>NC</td>
</tr>
<tr>
<td>T&lt;sub&gt;3&lt;/sub&gt;</td>
<td>D</td>
<td>D</td>
<td>1</td>
</tr>
<tr>
<td>Stein [27], 1999</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T&lt;sub&gt;1&lt;/sub&gt;</td>
<td>D</td>
<td>D</td>
<td>—</td>
</tr>
<tr>
<td>T&lt;sub&gt;3&lt;/sub&gt;</td>
<td>D</td>
<td>D</td>
<td>—</td>
</tr>
<tr>
<td>Chamchad [22], 2007</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T&lt;sub&gt;3&lt;/sub&gt;</td>
<td>NC</td>
<td>NC</td>
<td>—</td>
</tr>
<tr>
<td>Solanki [21], 2020</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T&lt;sub&gt;1&lt;/sub&gt;</td>
<td>—</td>
<td>D</td>
<td>I</td>
</tr>
<tr>
<td>T&lt;sub&gt;2&lt;/sub&gt;</td>
<td>—</td>
<td>D</td>
<td>I</td>
</tr>
<tr>
<td>T&lt;sub&gt;3&lt;/sub&gt;</td>
<td>—</td>
<td>D</td>
<td>I</td>
</tr>
<tr>
<td>Alam [24], 2018</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T&lt;sub&gt;1&lt;/sub&gt;</td>
<td>D</td>
<td>I</td>
<td>D</td>
</tr>
<tr>
<td>T&lt;sub&gt;2&lt;/sub&gt;</td>
<td>I</td>
<td>D</td>
<td>I</td>
</tr>
<tr>
<td>T&lt;sub&gt;3&lt;/sub&gt;</td>
<td>I</td>
<td>D</td>
<td>I</td>
</tr>
<tr>
<td>Veerabhadrappa [26], 2015</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T&lt;sub&gt;1&lt;/sub&gt;</td>
<td>—</td>
<td>I</td>
<td>D</td>
</tr>
<tr>
<td>T&lt;sub&gt;2&lt;/sub&gt;</td>
<td>—</td>
<td>I</td>
<td>D</td>
</tr>
<tr>
<td>T&lt;sub&gt;3&lt;/sub&gt;</td>
<td>—</td>
<td>I</td>
<td>D</td>
</tr>
</tbody>
</table>

<sup>a</sup>LF: low frequency.
<sup>b</sup>HF: high frequency.
<sup>c</sup>ULF: ultra-low frequency.
<sup>d</sup>VLF: very-low frequency.
<sup>e</sup>TP: total power.
<sup>f</sup>SDNN: standard deviation of the NN interval.
<sup>g</sup>RMSSD: root mean square of successive NN interval differences.
<sup>h</sup>NN50: successive NN intervals that differ by more than 50 ms.
<sup>i</sup>pNN50: percentage of successive NN intervals that differ by more than 50 ms.
<sup>j</sup>SDSD: standard deviation of the differences between successive NN intervals.
<sup>k</sup>HTI: integral of the intensity of the NN interval histogram divided by its height.
<sup>l</sup>SD<sub>1</sub>: Poincaré plot standard deviation perpendicular to the line of identity.
<sup>m</sup>SD<sub>2</sub>: Poincaré plot standard deviation along the line of identity.

<sup>n</sup>T: first trimester.
<sup>o</sup>NC: no change.
<sup>p</sup>Not applicable.
<sup>q</sup>T: third trimester.
<sup>r</sup>D: decrease.
<sup>s</sup>I: increase.
<sup>t</sup>T: second trimester.
HRV Adaptation During Different Trimesters of Pregnancy

According to the literature, ANS regulation during pregnancy starts in the first weeks of pregnancy and continues until the end of pregnancy. These changes vary based on the pregnancy-related time-sensitive demands to ensure fetus development. To understand the potential differences in HRV components between different trimesters, for this literature review, HRV changes were assessed in transition between different trimesters during pregnancy.

First Trimester to the Third Trimester

HRV changes during the first and third trimesters of pregnancy were assessed in 7 (7/8, 88%) studies. In all 7 studies, whether they were longitudinal studies with the same population or cross-sectional studies with different populations in different trimesters, the findings for most of the FD and TD indexes were analogous. Most of the TD metrics generally decreased from the first trimester to the third trimester in the majority (5/7, 71%) of the studies. Of the TD indexes, the following decreased during pregnancy: SDNN in 80% (4/5) of the studies, RMSSD in 75% (3/4) of the studies, NN50 in 70% (2/3) of the studies, PNN50 in 80% (4/5) of the studies, SDSD in 70% (2/3) of the studies, and SD1 and SD2 in 50% (1/2) of the studies. The FD indexes also decreased most of the time except for normalized LF (nu) and the LF/HF ratio, which showed an ascending trend from early to late pregnancy. Among the various FD indexes, LF power (ms²) in 60% (3/5) of the studies, HF power (ms²) in 100% (5/5) of the studies, HF (nu) in 100% (5/5) of the studies, VLF in 75% (3/4) of the studies, TP in 100% (2/2) of the studies, and the average NN interval in 100% (2/2) of the studies decreased, while LF (nu) in 80% (4/5) of the studies and LF/HF in 100% (6/6) studies increased. See Table 4 for more details.

Table 4. Changes in heart rate variability (HRV) components during pregnancy from early (first trimester) to late pregnancy (third trimester).

<table>
<thead>
<tr>
<th>First author, year</th>
<th>Linear frequency domain (FD)</th>
<th>Linear time domain (TD)</th>
<th>Nonlinear</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LF</td>
<td>HF</td>
<td>LF (nu)</td>
</tr>
<tr>
<td>Puente [20], 2011</td>
<td>NC</td>
<td>D</td>
<td>I</td>
</tr>
<tr>
<td>Garg [23], 2020</td>
<td>D</td>
<td>D</td>
<td>I</td>
</tr>
<tr>
<td>Gandhi [25], 2014</td>
<td>D</td>
<td>D</td>
<td>I</td>
</tr>
<tr>
<td>Stein [27], 1999</td>
<td>D</td>
<td>D</td>
<td>I</td>
</tr>
<tr>
<td>Solanki [21], 2020</td>
<td>—</td>
<td>D</td>
<td>I</td>
</tr>
<tr>
<td>Alam [24], 2018</td>
<td>I</td>
<td>D</td>
<td>I</td>
</tr>
<tr>
<td>Veerabhadrapa [26], 2015</td>
<td>—</td>
<td>I</td>
<td>D</td>
</tr>
</tbody>
</table>

aLF: low frequency.
bHF: high frequency.
cULF: ultra-low frequency.
dVLF: very-low frequency.
eTP: total power.
fSDNN: standard deviation of the NN interval.
gRMSSD: root mean square of successive NN interval differences.
hNN50: successive NN intervals that differ by more than 50 ms.
iNN50: percentage of successive NN intervals that differ by more than 50 ms.
jSDSD: standard deviation of the differences between successive NN intervals.
kHTI: integral of the intensity of the NN interval histogram divided by its height.
lSD1: Poincaré plot standard deviation perpendicular to the line of identity.
mSD2: Poincaré plot standard deviation along the line of identity.

aNC: no change.
bD: decrease.
cNC: not applicable.
dI: increase.
First Trimester to the Second Trimester

Only one-half (4/8, 50%) of the studies reported HRV changes from the first trimester to the second trimester. The included articles either did not report TD and FD or were divergent in measured TD and FD indexes from the first to the second trimesters of pregnancy. Thus, determining a general pattern relying on the current findings cannot be done. However, the elements often tended to decline or stay unchanged from the first to the second trimesters except for normalized LF (nu) and LF/HF, which increased in 75% (3/4) and 100% (4/4), respectively, of the reported elements. See Table 5 for more details.

Table 5. Changes in heart rate variability (HRV) components from the first to the second trimesters of pregnancy.

<table>
<thead>
<tr>
<th>First author, year</th>
<th>Linear frequency domain (FD)</th>
<th>Linear time domain (TD)</th>
<th>Non linear</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LF (nu)</td>
<td>HTI</td>
<td></td>
</tr>
<tr>
<td>Garg et al [23], 2020</td>
<td>D a</td>
<td>I c b</td>
<td>D</td>
</tr>
<tr>
<td>Solanki [21], 2020</td>
<td>—</td>
<td>—</td>
<td>D</td>
</tr>
<tr>
<td>Alam et al [24], 2018</td>
<td>I D</td>
<td>I</td>
<td>D I</td>
</tr>
<tr>
<td>Veerabhadrapa [26], 2015</td>
<td>—</td>
<td>—</td>
<td>I D</td>
</tr>
</tbody>
</table>

aLF: low frequency.
bHF: high frequency.
cULF: ultra-low frequency.
dVLF: very-low frequency.
eTP: total power.
fSDNN: standard deviation of the NN interval.
gRMSSD: root mean square of successive NN interval differences.
hNN50: successive NN intervals that differ by more than 50 ms.
ipNN50: percentage of successive NN intervals that differ by more than 50 ms.
jSDSD: standard deviation of the differences between successive NN intervals.
kHTI: integral of the intensity of the NN interval histogram divided by its height.
lSD1: Poincaré plot standard deviation perpendicular to the line of identity.
mSD2: Poincaré plot standard deviation along the line of identity.

Second Trimester to the Third Trimester

Only one-half (4/8, 50%) of the studies reported HRV changes from the second to the third trimesters. Divergency in the TD and FD metrics considered in studies did not allow for the comparative assessment between studies. Nevertheless, the changes mostly were similar to those from the first to the second trimesters except for normalized LF (nu), which was neutral; HF (nu), which decreased in 75% (3/4) of the studies; and the LF/HF ratio, which increased in 75% (3/4) of the studies that measured the HRV from the second trimester to the third trimester. See Table 6 for more details.
### Table 6. Changes in heart rate variability (HRV) components from the second to the third trimesters of pregnancy.

<table>
<thead>
<tr>
<th>First author, year</th>
<th>Linear frequency domain (FD)</th>
<th>Linear time domain (TD)</th>
<th>Nonlinear</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LF&lt;sup&gt;a&lt;/sup&gt;</td>
<td>HF&lt;sup&gt;b&lt;/sup&gt;</td>
<td>LF&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Garg et al [23], 2020</td>
<td>D&lt;sup&gt;p&lt;/sup&gt;</td>
<td>D</td>
<td>D</td>
</tr>
<tr>
<td>Solanki [21], 2020</td>
<td>—</td>
<td>—</td>
<td>D</td>
</tr>
<tr>
<td>Alam et al [24], 2018</td>
<td>I</td>
<td>D</td>
<td>I</td>
</tr>
<tr>
<td>Veerabhadrappa [26], 2015</td>
<td>—</td>
<td>I</td>
<td>D</td>
</tr>
</tbody>
</table>

<sup>a</sup>LF: low frequency.
<sup>b</sup>HF: high frequency.
<sup>c</sup>ULF: ultra-low frequency.
<sup>d</sup>VLF: very-low frequency.
<sup>e</sup>TP: total power.
<sup>f</sup>SDNN: standard deviation of the NN interval.
<sup>g</sup>RMSSD: root mean square of successive NN interval differences.
<sup>h</sup>NN50: successive NN intervals that differ by more than 50 ms.
<sup>i</sup>pNN50: percentage of successive NN intervals that differ by more than 50 ms.
<sup>j</sup>SDSD: standard deviation of the differences between successive NN intervals.
<sup>k</sup>HTI: integral of the intensity of the NN interval histogram divided by its height.
<sup>l</sup>SD<sub>1</sub>: Poincaré plot standard deviation perpendicular to the line of identity.
<sup>m</sup>SD<sub>2</sub>: Poincaré plot standard deviation along the line of identity.

---

**Risk of Bias in the Studies**

The result of the NHLBI assessment is reported in Figure 2. Articles were peer-reviewed in Covidence online software by 2 independent reviewers. All the studies were screened by both reviewers, ZS and JO, in 2 steps. In the first step, the quality of articles was assessed using the 14 domains of the NHLBI (see Multimedia Appendix 2 for more details). Next, the overall quality of each study was assessed based on the addressed NHLBI domains. To resolve raised disagreements, a third reviewer, MB, was involved. The research question, study population, dependent variables, and independent variables were specified in all the studies. Since the independent variable was “being pregnant,” it was already established in the study populations. The dependent variable was HRV, which may be affected by pregnancy. Both variables were consistent across the study populations in all the studies. The sample size was justified in none of the studies. In all the studies (8/8, 100%), the timeframe was sufficient for the potential expected association to occur; the study population was pregnant individuals who were already pregnant when the HRV assessment was performed. The overall quality of the studies was based on the number of domains addressed in each study.
Figure 2. National Heart, Lung, and Blood Institute (NHLBI) quality assessment tool, with which the study quality was scored based on the number of addressed domains (≤7 poor; 8 fair; ≥9 good): (1) clear research objective; (2) clear study population; (3) participation rate >50%; (4) internal validity in the population; (5) sample size justification; (6) prospective study; (7) time span between exposure and outcome; (8) exposure aspects; (9) exposure measures; (10) exposure assessment frequency; (11) outcome aspects; (12) blinded outcome assessment; (13) attrition; (14) confounding factors.

Discussion

Principal Findings

In this study, we aimed to review studies concerned with HRV adaptation to evaluate ANS function in healthy pregnant individuals. According to our findings based on the existing data, during pregnancy, almost all the TD and most of the FD bands were decreased except for LF (nu) and the LF/HF ratio. From the second trimester to the third trimester, however, LF change was not consistent across the studies; for example, one-half of the studies showed a decrease, while the other one-half demonstrated an increase in LF. Increased LF/HF and LF during pregnancy indicate a dominance of the sympathetic nervous system over the parasympathetic nervous system. This result is in accordance with the findings in the existing literature, in which methods other than the HRV were used for ANS assessment. For example, Ekholm et al [28] used various maneuvers including the Valsalva maneuver, deep breathing test, orthostatic test, and isometric handgrip test to assess ANS changes in pregnancy. They concluded that the parasympathetic nervous system becomes less active as time progresses in pregnancy [28]. Kochhar et al [29] also applied conventional tests such as the standing-to-lying down ratio, Valsalva maneuver, tachycardia maneuver, hand grip test, and cold pressor test to assess the ANS in pregnancy. The results supported sympathetic activation over parasympathetic activation from the first through the third trimesters and compared with nonpregnant women [29]. Systematic reviews have also investigated the application of HRV for ANS assessment in complicated pregnancies and showed that HRV as a biomarker of the ANS can be affected by common pregnancy complications including hypertensive disorders such as preeclampsia [28,29]. These studies suggested that parasympathetic activity of the ANS decreases more than sympathetic activity in hypertensive pregnant women. This may explain why hypertension often occurs in the late second or third trimester of pregnancy when the physiological response tends to be sympathetic overactivation.

Synthesis of the Results and Limitations

The heterogeneity in the findings from the included studies can potentially be explained by the methodological issues we uncovered, which threaten the internal and external validity of the findings. Due to the divergence in the selected and reported HRV components by different studies, a reliable conclusion regarding ANS function cannot be reached using these insufficient data. Additionally, the wide variability in the length of the recording period may have significantly affected both FD and TD measurements [30]. A short-term epoch (~5 minutes) lacks the prognostic potential for morbidity and mortality. Basically, in published protocols, the recommended assessment periods for HRV recordings vary from 1 minute to 24 hours for various FD and TD metrics [11]. However, since important factors including circadian rhythms, metabolism, the sleep cycle, core body temperature, and the renin-angiotensin system follow a 24-hour cycle, the length of clinical HRV assessments should be at least 24 hours to provide acceptable information [11]. The studies that were reviewed in this study often used 5-minute to 10-minute assessments, which may make it challenging to achieve reliable results. Furthermore, the HRV measurement in the included studies was often conducted in clinic or hospital settings, and the studies often ignored the impact of mental-environmental confounding factors including negative mental situations such as stress, anxiety, and fear and environmental factors (eg, temperature) that can temporarily affect ANS function, potentially leading to false results. These factors could be significantly associated with ANS function and thus may lead to variability in and misinterpretation of ANS function in response to pregnancy. Also, the frequency of HRV measurements varied from 1 to 3 times a trimester in different studies. An episodic assessment (ie, 1 or 3 times a trimester) may not be reflective of actual ANS function in real life in response to the ever-changing pregnancy-related demands. This is because the ANS is a responsive system that continuously undergoes dynamic adaptations in response to the various internal and external situations that one may face from moment to moment [8].
Another inconsistency we found in the included studies was the way they operationalized HRV. As discussed earlier, HRV was operationalized in various ways, via TD, FD, and nonlinear methods, each involving different corresponding components. No justification was provided in any study for the selection of HRV measurement modality and associated components. Specifying the weaknesses and strengths of the applied components for measurement provides important information for future studies. It is critical to address why some components are commonly used as compared with others to represent HRV and whether the applied component is reliable, valid, and easily measured. For example, recent studies showed that linear algorithms including TD and FD are affected by nonstationarity and thus perhaps not adequate for HRV assessment [31]. Nonlinear (fractal) measurements such as SD1, SD2, ApEn, and sample entropy are recommended as they represent the unpredictability of a time series resulting from the complexity of the regulatory mechanisms of HRV. It is suggested that nonlinear HRV measures may enable clinicians and researchers to study the complex interactions between electrophysiological, hemodynamic, and humoral variables as well as their regulation by the ANS and central nervous system [31].

One of the limitations of this study is that its protocol was not registered in PROSPERO.

Implications

This study will help us determine if there are consistent stable patterns of HRV across pregnancy for a sample of healthy pregnant women that reflect “healthy” ANS function. Determination of the pattern can provide the basis for extended research in order to determine if the identified pattern is generalizable to a larger sample of pregnant individuals and then in other, diverse pregnant populations. If a pattern is found, then the next step would be to compare the pattern with complicated pregnancies to find where, when, and how this pattern may be different. Understanding the differences between complicated and healthy pregnancies can provide an opportunity to develop a screening and detective system to screen all pregnant women throughout pregnancy and predict whether they are manifesting the nonhealthy pattern, to be able to perform a timely intervention before it threatens the mother’s and baby’s lives. Due to the limitations in the existing literature, identifying potential patterns seems critical. Thus, more studies are needed to reflect this pattern by eliminating the methodological limitations in current studies.

Conclusion

This study determined the feasibility of HRV measurements to assess ANS function in pregnant individuals. We found significant heterogeneity in the HRV measurement modalities used, the settings in which measurements were performed, the time frames of the HRV assessment, and assessments done across trimesters. There were inconsistencies in definitions of healthy pregnancy across studies. We found some potential HRV patterns that were consistent within and across studies, but not all the studies were convergent in terms of the reported results, which may be due to the methodological heterogeneity. In summary, we found significant variability in how studies measured HRV and how they identified HRV patterns, which made it impossible to determine potentially normal HRV patterns across trimesters with any degree of validity. More research is needed to overcome the aforementioned limitations and determine the required criteria and methods to assess HRV patterns corresponding to ANS function in healthy pregnant persons.

Conflicts of Interest

None declared.

Multimedia Appendix 1
Search strategy.
[DOCX File , 14 KB - bioinform_v3i1e36791_app1.docx ]

Multimedia Appendix 2
Quality assessment domains of the National Heart, Lung, and Blood Institute (NHLBI).
[PNG File , 238 KB - bioinform_v3i1e36791_app2.png ]

References


Abbreviations

ANS: autonomic nervous system
ApEn: approximate entropy
ECG: electrocardiogram
HF: high frequency
HRV: heart rate variability
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PECO: population, exposure, comparator, and outcome
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Abstract

Background: In recent decades, the use of artificial intelligence has been widely explored in health care. Similarly, the amount of data generated in the most varied medical processes has practically doubled every year, requiring new methods of analysis and treatment of these data. Mainly aimed at aiding in the diagnosis and prevention of diseases, this precision medicine has shown great potential in different medical disciplines. Laboratory tests, for example, almost always present their results separately as individual values. However, physicians need to analyze a set of results to propose a supposed diagnosis, which leads us to think that sets of laboratory tests may contain more information than those presented separately for each result. In this way, the processes of medical laboratories can be strongly affected by these techniques.

Objective: In this sense, we sought to identify scientific research that used laboratory tests and machine learning techniques to predict hidden information and diagnose diseases.

Methods: The methodology adopted used the population, intervention, comparison, and outcomes principle, searching the main engineering and health sciences databases. The search terms were defined based on the list of terms used in the Medical Subject Heading database. Data from this study were presented descriptively and followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses; 2020) statement flow diagram and the National Institutes of Health tool for quality assessment of articles. During the analysis, the inclusion and exclusion criteria were independently applied by 2 authors, with a third author being consulted in cases of disagreement.

Results: Following the defined requirements, 40 studies presenting good quality in the analysis process were selected and evaluated. We found that, in recent years, there has been a significant increase in the number of works that have used this methodology, mainly because of COVID-19. In general, the studies used machine learning classification models to predict new information, and the most used parameters were data from routine laboratory tests such as the complete blood count.

Conclusions: Finally, we conclude that laboratory tests, together with machine learning techniques, can predict new tests, thus helping the search for new diagnoses. This process has proved to be advantageous and innovative for medical laboratories. It is making it possible to discover hidden information and propose additional tests, reducing the number of false negatives and helping in the early discovery of unknown diseases.

(JMIR Bioinform Biotech 2022;3(1):e40473) doi:10.2196/40473
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Introduction

Background

The large amount of data generated in the last decades has become a great challenge, demanding new forms of analysis and processing of complex and unstructured data, known until now as data mining [1]. The health care domain has great prominence in applying data mining, supporting infection control, epidemiological analysis, treatment and diagnosis of diseases, hospital management, home care, public health administration, and disease management [2]. This predictive analysis is strongly linked to the evolution of artificial intelligence (AI) techniques such as machine learning (ML). These algorithms, able to learn interactively from data, allow systems based on computational intelligence to find information that was initially unknown [3].

Currently, prediction systems [4] and decision-making support have been using web-based medical records and clinical data, analyzing the history of patients to propose models to identify high-risk situations as well as false positives [5]. This precision medicine (in silico) based on electronic health records has gained strength given the possibility of more accessible and efficient treatments aimed at the particular characteristics of each individual. In this sense, Wong et al [6] proposed using ML to structure and organize stored data and for mining and aiding in diagnosis. Similarly, Roy et al [7] used electronic health record data to predict laboratory test results in a pretest.

These works motivated us to study the potential of the use of AI, especially ML techniques, in the area of health.

According to Peek et al [8], in recent decades, there has been a major shift from knowledge-based to data-oriented methods. Analyzing 30 years of publications from the International Conference on Artificial Intelligence in Medicine, an increase in the use of data mining and ML techniques was observed.

In recent years, other reviews have been published presenting the growth and potential of the use of ML methods in the health area. In their review, Rashidi et al [9] addressed the multidisciplinary aspect of this scenario and presented the potential of using ML techniques in data processing in the health area comparing the different methods.

Similarly, Ahmed et al [10] discussed aspects of precision medicine in their review, presenting works with different approaches to the use of ML in addition to discussing ethical aspects and the management of health resources.

However, the work by Houfani et al [11] focused on the prediction of diagnoses, presenting an overview of the methods applied in the prediction of diseases.

In their work, Ma et al [12] present aspects of real-world big data studies with a focus on laboratory medicine. In their review, Ma et al [12] highlighted the lack of standardization in clinical laboratories and the difficulty in using data in real time, mainly because of unstructured and unreliable data. However, the potential is emphasized in the use of laboratory data together with aspects such as the establishment of the reference range, quality control based on patient data, analysis of factors that affect analyte test results, establishment of diagnostic and prognostic models, epidemiological investigation, laboratory management, and data mining. All of this is aimed at helping traditional clinical laboratories develop into smart clinical laboratories.

In contrast to the studies presented, this study aimed to analyze studies that used data from laboratory tests together with AI techniques to predict new results.

Study Questions

Clinical laboratories display most test results as individual numerical values. However, the results of these tests, viewed in isolation, are usually of limited significance for reaching a diagnosis.

In their study of ferritin, Luo et al [5] found that laboratory tests often contain redundant information.

Similarly, Güncar et al [13] found that ML models can predict hematological diseases using only blood tests. In their study, Güncar et al [13] stated that laboratory tests have more information than health professionals commonly consider.

Demirci et al [14] and Rosenbaum and Baron [15] also used ML techniques to identify possible errors in the clinical process of performing laboratory tests. In both studies, the authors obtained satisfactory results, demonstrating the ability of computational models based on ML to assist in analyzing laboratory tests. Similarly, Baron et al [16] used an algorithm to generate a decision tree capable of identifying tests with possible problems arising from the preanalytical process during the execution of laboratory tests.

The presentation of these works makes us reflect on how much information can be present in a set of laboratory test data and the potential for the exploration and use of such data. Thus, our objective was to identify scientific studies that used laboratory tests and ML models to predict results.

This study had the following specific research questions: (1) Is it possible to predict specific examinations from other examinations? (2) Which examinations are typically used as input data to predict other results? and (3) What methods are used to predict these tests?

Methods

Search Strategy

Searches were conducted in 7 electronic databases in international journals in the areas of engineering and health sciences—Compendex (Engineering Village), EBSCO (MEDLINE complete), IEEE Xplore, PubMed (MEDLINE), ScienceDirect, Scopus, and Web of Science—in the English language for publications from April 2011 to February 2022. Additional records were further identified during the screening phase of this research by analyzing the references of the eligible articles included.

The population, intervention, comparison, and outcome principles were used to group the search terms. As this study addressed laboratory tests, 3 principal search terms were considered, and 2 Boolean operators were used (OR and AND):

The search terms were defined based on the list of terms used in the Medical Subject Heading database [17]. The studies were collected from the databases from April 2, 2021, to April 10, 2021; the roots of the words and all the variants of the terms were searched (singular or plural, past tense, gerund, comparative adjective, and superlative, when possible). The following filters were used for the area of activity: medicine, engineering (industrial, biomedical, electrical, manufacturing, and mechanics), robotics, health professions, and multidisciplinary according to the availability in the database.

The search results were exported to the web-based Mendeley software (Elsevier), where duplicates or triplicates were removed, and full texts were extracted after analyzing the possible eligibility of the articles.

Study Analysis
Regarding the eligibility of the studies, the review process involved an analysis of the title keywords and reading of the abstracts by 2 reviewers independently (the first 2 authors of this paper). When in doubt about eligibility, the full text was reviewed. In cases of disagreement between the 2 reviewers, a decision was made by consensus or a third investigator provided an additional review, and the decision was made by arbitration.

Methodological Quality Assessment of the Studies
Regardless of the inclusion and exclusion criteria, which were directly related to the objective of the study, an analysis of the quality of the selected articles was also conducted.

The quality of the eligible studies was assessed using tools proposed by the NIH of the United States [19]. This study included the cross-sectional study assessment tool (with 14 criteria). The NIH website [19] provides tools and guidelines for assessing the quality of each type of study, containing explanatory information about each item that should be assessed in the study: (1) Was the research question or objective in the study clearly stated? (2) Was the study population clearly specified and defined? (3) Was the participation rate of eligible persons at least 50%? (4) Were all the participants selected or recruited from the same or similar populations (including the same period)? Were inclusion and exclusion criteria for being in the study prespecified and applied uniformly to all participants? (5) Was a sample size justification, power description, or variance and effect estimates provided? (6) For the analyses in this study, were the exposures of interest measured before the outcomes were measured? (7) Was the time frame sufficient so that one could reasonably expect to see an association between exposure and outcome if it existed? (8) For exposures that can vary in amount or level, did the study examine different levels of exposure as related to the outcome (eg, categories of exposure or exposure measured as a continuous variable)? (9) Were the exposure measures (independent variables) clearly defined, valid, reliable, and implemented consistently across all study participants? (10) Was the exposure assessed more than once over time? (11) Were the outcome measures (dependent variables) clearly defined, valid, reliable, and implemented consistently across all study participants? (12) Were the outcome assessors blinded to the exposure status of participants? (13) Was loss to follow-up after baseline 20% or less? and (14)Were key potential confounding variables measured and adjusted statistically for their impact on the relationship between exposure and outcome?

The rating quality was classified as good, fair, or bad, allowing for the general analysis of the evaluators considering all items [19]. Each item in the assessment tool received an “✓” rating when the study was performed, a negative (“–”) when not performed, and other options (cannot be determined, not applicable, and not reported).

Inclusion and Exclusion Criteria
The criteria for inclusion and exclusion of studies are outlined in Textbox 1.

 textbox 1. Study inclusion and exclusion criteria.

<table>
<thead>
<tr>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of laboratory tests</td>
<td>No use of laboratory tests</td>
</tr>
<tr>
<td>Use of machine learning techniques</td>
<td>Not seeking to predict new results</td>
</tr>
<tr>
<td>Written in English</td>
<td></td>
</tr>
<tr>
<td>Full-text articles published in specialized journals</td>
<td></td>
</tr>
</tbody>
</table>

The following study characteristics were extracted and described: authors’ names, year of publication, title, description, data set, features, methods, and main results. The data of this study were presented descriptively and followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement flow diagram [18] and the National Institutes of Health (NIH) Quality Assessment Tool for Observational Cohort and Cross-Sectional Studies [19].
According to Wong et al [20], observational studies with a classification of ≥67% of positive items indicated good quality, 34% to 66% of positive verifications indicated regular quality, and ≤33% indicated low quality.

**Results**

The search results included 513 potentially eligible studies. First, 8% (41/513) of duplicated or triplicated articles were excluded, and of the 472 remaining articles, 43 (9.1%) were considered eligible based on the review of titles, keywords, and abstracts. Additional studies (n=30) were included after searching the references and citations of the eligible articles, totaling 73 full texts for evaluation. After reviewing these 73 studies, 33 (45%) were ineligible, ending the process with 40 (55%) studies for quality assessment (Figure 1).

Table 1 presents the assessment of the methodological quality of the studies. The articles are organized by author and year, by framing of the questions, and by the average points obtained through this analysis performed by the authors of this paper.

Table 2 shows the description of the studies included in this review. It is organized by author and year, title, description, data set, features, methods, and main results.

**Figure 1.** PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram of study screening and selection.

---

**Table 1**

<table>
<thead>
<tr>
<th>Methodological Quality</th>
<th>Author and Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good</td>
<td></td>
</tr>
<tr>
<td>Regular</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2**

<table>
<thead>
<tr>
<th>Author and Year</th>
<th>Title</th>
<th>Description</th>
<th>Data Set</th>
<th>Features</th>
<th>Methods</th>
<th>Main Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Author, year</td>
<td>Quality assessment tool items</td>
<td>Total assessment tool items, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------</td>
<td>-------------------------------</td>
<td>-----------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>Richardson and Lidbury [21], 2013</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Waljee et al [22], 2013</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Kinar et al [23], 2016</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>CD</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Luo et al [5], 2016</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Razavian et al [24], 2016</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td>Richardson and Lidbury [25], 2017</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Birks et al [26], 2017</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Hernandez et al [27], 2017</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>CD</td>
<td>CD</td>
</tr>
<tr>
<td>Roy et al [7], 2018</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Rawson et al [28], 2019</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Aikens et al [29], 2019</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Hu et al [30], 2019</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>CD</td>
</tr>
<tr>
<td>Bernardini et al [31], 2019</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Xu et al [32], 2019</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>CD</td>
</tr>
<tr>
<td>Lai et al [33], 2019</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Tamune et al [34], 2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>CD</td>
<td>✓</td>
</tr>
<tr>
<td>Chicco and Jurman [35], 2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Yu et al [36], 2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>CD</td>
</tr>
<tr>
<td>Banerjee et al [37], 2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Joshi et al [38], 2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Brinati et al [39], 2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Metsker et al [40], 2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>AlJame et al [41], 2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Yadaw et al [42], 2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Cabitza et al [43], 2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td>Schneider et al [44], 2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>CD</td>
<td>✓</td>
</tr>
<tr>
<td>Yang et al [45], 2020</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Author, year</td>
<td>Quality assessment tool items</td>
<td>Total assessment tool items, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------</td>
<td>--------------------------------</td>
<td>----------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plante et al [46], 2020</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ CD ✓ N/A ✓ ✓ ✓ ✓</td>
<td>12 (86)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mooney et al [47], 2020</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ CD ✓ ✓ ✓ ✓ ✓ ✓</td>
<td>13 (93)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yu et al [48], 2020</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ N/A ✓ ✓ ✓ ✓</td>
<td>13 (93)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kaftan et al [49], 2021</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ N/A ✓ ✓ ✓ ✓ ✓ ✓</td>
<td>13 (93)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Park et al [50], 2021</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ CD ✓ ✓ CD N/A ✓ ✓ ✓ ✓</td>
<td>11 (79)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Souza et al [51], 2021</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ N/A ✓ ✓ ✓ ✓</td>
<td>13 (93)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kukar et al [52], 2021</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ N/A ✓ ✓ ✓ ✓</td>
<td>13 (93)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gladding et al [53], 2021</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ N/A CD N/A ✓ ✓ ✓ ✓</td>
<td>11 (79)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AlJame et al [41], 2021</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ N/A ✓ N/A ✓ ✓ ✓ ✓</td>
<td>12 (86)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rahman et al [54], 2021</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ N/A ✓ N/A ✓ ✓ ✓ ✓</td>
<td>12 (86)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Myari et al [55], 2021</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ CD ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓</td>
<td>13 (93)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Campagner et al [56], 2021</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ N/A ✓ ✓ ✓ ✓</td>
<td>13 (93)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Babaei Rikan et al [57], 2022</td>
<td>✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ N/A ✓ N/A ✓ ✓ ✓ ✓</td>
<td>12 (86)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aQuality rating: ≥67%=good, 33% to 66%=fair, and ≤33%=poor.
bN/A: not applicable.
cCD: cannot be determined.
dNR: not reported.
<table>
<thead>
<tr>
<th>Author, year</th>
<th>Title</th>
<th>Description</th>
<th>Data set</th>
<th>Features</th>
<th>Methods</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Richardson and Lidbury [21], 2013</td>
<td>Infection status outcome, machine learning method and virus type interact to affect the optimised prediction of hepatitis virus immunoassay results from routine pathology laboratory assays in unbalanced data</td>
<td>This study investigated the effect of data preprocessing, the use of ensembles constructed by bagging, and a simple majority vote to combine classification predictions from routine pathology laboratory data, particularly to overcome a significant imbalance of negative HBV(^a) and HCV(^b) cases HBV or HCV immunoassay positive cases.</td>
<td>Used a data set of 18,625 records from 1997 to 2007 made available by ACT Pathology at The Canberra Hospital, ACT(^c), Australia</td>
<td>Age, gender, and CBC(^d) (FBC(^e)) parameters</td>
<td>Implemented the analysis using the RPART(^f) algorithm in R (DT(^g))</td>
<td>It was easier to predict positive immunoassay cases than negative cases of HBV or HCV.</td>
</tr>
<tr>
<td>Waljee et al [22], 2013</td>
<td>Comparison of imputation methods for missing laboratory data in medicine</td>
<td>Compare the accuracy of 4 imputation methods for missing entirely at random laboratory data and compare the effect of the imputed values on the accuracy of 2 clinical predictive models</td>
<td></td>
<td>CBC (FBC) parameters</td>
<td>MissForest, mean imputation, nearest neighbor imputation, and MICE(^h) to impute the simulated missing data</td>
<td>MissForest had the lowest imputation error for both continuous and categorical variables at each frequency of missingness, and it had the smallest prediction difference when models used imputed laboratory values.</td>
</tr>
<tr>
<td>Kinar et al [23], 2016</td>
<td>Development and validation of a predictive model for detection of colorectal cancer in primary care by analysis of complete blood counts: a binational retrospective study</td>
<td>Develop and validate a model to identify individuals at increased risk of CRC(^i)</td>
<td>Used a data set of 2 million patients from the Maccabi Healthcare Services in Israel and the United Kingdom THIN(^j)</td>
<td>Age, gender, and CBC (FBC) parameters</td>
<td>Gradient boosting model and RF(^k) classifier</td>
<td>Mean ROC AUC(^l) for detecting CRC was 0.82 (SD 0.01) for the Israeli validation set.</td>
</tr>
<tr>
<td>Luo et al [5], 2016</td>
<td>Using Machine Learning to Predict Laboratory Test Results</td>
<td>Used ML(^m) to predict ferritin values from laboratory test results</td>
<td>Used a data set of 5128 inpatients in a tertiary care hospital in Boston, Massachusetts, collected over 3 months in 2013</td>
<td>Age, gender, and 41 laboratory tests</td>
<td>It used LR(^n), Bayesian LR, RFR(^o), and lasso regression (lasso).</td>
<td>The model could predict ferritin results with high accuracy (AUC(^p) as high as 0.97, held-out test data).</td>
</tr>
<tr>
<td>Razavian et al [24], 2016</td>
<td>Multi-task Prediction of Disease Onsets from Longitudinal Laboratory Tests</td>
<td>Using longitudinal measurements of laboratory tests, the study evaluated learning to predict disease onsets.</td>
<td>Used a data set from laboratory measurement and diagnosis information of 298,000 individuals from a larger cohort of 4.1 million insurance subscribers between 2005 and 2013</td>
<td>18 laboratory tests</td>
<td>The study trained an LSTM(^q) RNN(^r) and 2 novel CNN(^s) for multi-task prediction of disease onset.</td>
<td>These representation-based approaches significantly outperformed an LR with several hand engineered, clinically relevant features.</td>
</tr>
<tr>
<td>Author, year</td>
<td>Title</td>
<td>Description</td>
<td>Data set</td>
<td>Features</td>
<td>Methods</td>
<td>Main results</td>
</tr>
<tr>
<td>--------------</td>
<td>-------</td>
<td>-------------</td>
<td>----------</td>
<td>----------</td>
<td>---------</td>
<td>--------------</td>
</tr>
<tr>
<td>Richardson and Lidbury [25], 2017</td>
<td>Enhancement of hepatitis virus immunooassay outcomes: come predictions in imbalanced routine pathology data by data balancing and feature selection before the application of support vector machines</td>
<td>The impact of 3 balancing methods and 1 feature selection method was explored to assess the ability of SVMs to classify imbalanced diagnostic pathology data associated with the laboratory diagnosis of HBV and HCV infections.</td>
<td>The data set used in this study originally comprised 18,625 individual cases of hepatitis virus testing over a decade, from 1997 to 2007.</td>
<td>Age, gender, and 26 laboratory tests</td>
<td>RFs</td>
<td>Generating data sets using the SMOTE(^\text{\textsuperscript{10}}) resulted in significantly more accurate prediction than single downsampling or MDS(^\text{\textsuperscript{3}}) of the data set.</td>
</tr>
<tr>
<td>Birks et al [26], 2017</td>
<td>Evaluation of a prediction model for colorectal cancer: retrospective analysis of 2.5 million patient records</td>
<td>Evaluate an existing risk algorithm derived in Israel that identifies patients according to CRC risk using FBC data through CRPD(^\text{\textsuperscript{4}}) data from the United Kingdom</td>
<td>2,550,119 patients who were ≥40 years old from CPRD</td>
<td>Age, gender, and CBC test</td>
<td>Application of the algorithm in case-control analysis of patients undergoing FBC testing during 2012 to estimate predictive values</td>
<td>The algorithm offered an additional means of identifying risk of CRC and could support other approaches to early detection, including screening and active case finding.</td>
</tr>
<tr>
<td>Hernandez et al [27], 2017</td>
<td>Supervised learning for infection risk inference using pathology data</td>
<td>Evaluated the performance of different binary classifiers to detect any type of infection from a reduced set of commonly requested clinical measurements</td>
<td>Pathology and microbiology data from patients from all hospital wards at ICHNT(^\text{\textsuperscript{5}}) were extracted.</td>
<td>Alanine aminotransferase, alkaline phosphatase, bilirubin, creatinine, C-reactive proteins, and WBC(^\text{\textsuperscript{6}})</td>
<td>Supervised ML algorithms for binary classification (Gaussian NB(^\text{\textsuperscript{6}}), DT classifier, RF classifier, and SVM)</td>
<td>ROC AUC (0.80-0.83), sensitivity (0.64-0.75), and specificity (0.92-0.97)</td>
</tr>
<tr>
<td>Roy et al [7], 2018</td>
<td>Predicting Low Information Laboratory Diagnostic Tests</td>
<td>The study described the prevalence of common laboratory tests in a hospital environment and the rate of “normal” results to quantify pretest probabilities under different conditions.</td>
<td>Electronic medical records (Epic) of 71,000 patients admitted to Stanford Tertiary Academic Hospital between the years 2008 and 2014</td>
<td>Common laboratory tests (eg, thyroid stimulating hormone, sepsis protocol lactate, ferritin, and NT-PROBNP(^\text{ab}))</td>
<td>Provided a data-driven, systematic method to identify cases where the incremental value of testing is worth reconsidering</td>
<td>The study found that low-yield laboratory tests were common (eg, approximately 90% of blood cultures were normal).</td>
</tr>
<tr>
<td>Rawson et al [28], 2019</td>
<td>Supervised machine learning for the prediction of infection on admission to hospital: A prospective observational cohort study</td>
<td>An SMI(^\text{ab}) algorithm was developed to classify cases into infection versus no infection using microbiology records and 6 available blood parameters.</td>
<td>This study took place at ICHNT, comprising 3 university teaching hospitals. The study took place between October 2017 and March 2018 with 160,203 individuals.</td>
<td>C-reactive protein, WCC(^\text{c}), bilirubin, creatinine, ALP(^\text{ab}), and alkaline phosphatase</td>
<td>A (SVM) binary classification algorithm was developed and incorporated into the EPIC IMPOC(^\text{ce}) CDSS(^\text{ef}) for investigation within this study following validation and pilot assessment.</td>
<td>The infection group had a likelihood of 0.80 (SD 0.09), and the noninfection group had a likelihood of 0.50 (0.29, 95% CI 0.20-0.40; p&lt;0.1). ROC AUC was 0.84 (95% CI 0.76-0.91).</td>
</tr>
<tr>
<td>Aikens et al [29]</td>
<td>A machine learning approach to predicting the stability of inpatient lab test results</td>
<td>Development of a predictive model that can identify low-information laboratory tests before they are ordered</td>
<td>Analyzed 6 years (2008-2014) of inpatient data from Stanford University Hospital, a tertiary academic hospital.</td>
<td>Troponin, thyroid stimulating hormone, platelet count, phosphate in serum or plasma, partial thromboplastin time, NT-PROBNP, magnesium, lipase, lactate, heparin activity, ferritin, creatinine kinase, and C-reactive protein</td>
<td>Six different ML models for classification: a DT, a boosted tree classifier (Adaboost), an RF, a Gaussian NB classifier, a lasso regularized LR, and a linear regression followed by rounding to 0 or 1</td>
<td>A large proportion of repeat tests were within an SD of 10% or 0.1 of the previous measurement, indicating that a large volume of repetitive testing may be contributing little new information.</td>
</tr>
<tr>
<td>Author, year</td>
<td>Title</td>
<td>Description</td>
<td>Data set</td>
<td>Features</td>
<td>Methods</td>
<td>Main results</td>
</tr>
<tr>
<td>-------------</td>
<td>-------</td>
<td>-------------</td>
<td>----------</td>
<td>----------</td>
<td>---------</td>
<td>--------------</td>
</tr>
<tr>
<td>Hu et al [30], 2019</td>
<td>Using Biochemical Indexes to Prognose Paraquat-Poisoned Patients: An Extreme Learning Machine-Based Approach</td>
<td>Explore useful indexes from biochemical tests and identify their predictive value in prognosis of patients poisoned with PQ&lt;sup&gt;AE&lt;/sup&gt;</td>
<td>The biochemical indexes of 101 patients poisoned with PQ were hospitalized in the emergency room of First Affiliated Hospital of Wenzhou Medical University from 2013 to 2017</td>
<td>Total bilirubin, direct bilirubin, indirect bilirubin, total protein, albumin, albumin-globulin ratio, alanine aminotransferase, aspartate aminotransferase, the ratio of AST&lt;sub&gt;h&lt;/sub&gt; to ALT, blood glucose, urea nitrogen, and creatinine</td>
<td>An effective ELM&lt;sup&gt;th&lt;/sup&gt; model was developed for classification tasks.</td>
<td>A new method for prognosis of PQ poisoning with accuracy of 79.6%</td>
</tr>
<tr>
<td>Bernardini et al [31], 2019</td>
<td>TyG-er: An ensemble Regression Forest approach for identification of clinical factors related to insulin resistance condition using Electronic Health Records</td>
<td>The study aimed to discover nontrivial clinical factors in EHR&lt;sup&gt;G&lt;/sup&gt; data to determine where the insulin resistance condition is encoded.</td>
<td>A total of 2276 records from 968 patients not affected by T2D&lt;sup&gt;k&lt;/sup&gt;, the longitudinal patient observational period was from 2010 to 2018 (FIM-MG_obs data set)</td>
<td>Gender, age, blood pressure, height, and weight, and 73 laboratory exams</td>
<td>Highly interpretable ML approach (ie, ensemble regression forest combined with data imputation strategies), named TyG-er</td>
<td>High agreement (from 0.664 to 0.911 of the Lin correlation coefficient) of the TyG-er and predictive power of the TyG-er approach (up to a mean absolute error of 5.68% and correlation coefficients=0.666; P&lt;.05)</td>
</tr>
<tr>
<td>Xu et al [32], 2019</td>
<td>Prevalence and Predictability of Low-Yield Inpatient Laboratory Diagnostic Tests</td>
<td>Identify inpatient diagnostic laboratory testing with predictable results that are unlikely to yield new information</td>
<td>A total of 116,637 inpatients treated at Stanford University Hospital from January 2008 to December 2017; 60,929 inpatients treated at the University of Michigan from January 2015 to December 2018; and 13,940 inpatients treated at the University of California, San Francisco from January 2018 to December 2018 were assessed.</td>
<td>The core features included patient demographic, change of the most recent test, number of recent tests, history of Charlson Comorbidity Index categories, which specialty team was treating the patient, time since admission, statistical data, and laboratory test results.</td>
<td>Regularized LR, regression and round, NB, NN&lt;sup&gt;M&lt;/sup&gt; multilayer perceptrons, DT, RF, AdaBoost, and XGB&lt;sup&gt;AM&lt;/sup&gt;</td>
<td>The findings suggest that low-yield diagnostic testing is common and can be systematically identified through data-driven methods and patient context-aware predictions.</td>
</tr>
<tr>
<td>Lai et al [33], 2019</td>
<td>Predictive models for diabetes mellitus using machine learning techniques</td>
<td>The objective of this study was to build an effective predictive model with high sensitivity and selectivity to better identify Canadian patients at risk of having diabetes mellitus based on patient demographic data and the laboratory test results during their visits to medical facilities.</td>
<td>A total of 116,637 inpatients treated at Stanford University Hospital from January 2008 to December 2017; 60,929 inpatients treated at the University of Michigan from January 2015 to December 2018; and 13,940 inpatients treated at the University of California, San Francisco from January 2018 to December 2018 were assessed.</td>
<td>Age, sex, fasting blood glucose, BMI, high-density lipoprotein, triglycerides, blood pressure, and low-density lipoprotein</td>
<td>Predictive models using LR and GBM&lt;sup&gt;AM&lt;/sup&gt; techniques</td>
<td>The ROC AUC for the proposed GBM model was 84.7% with a sensitivity of 71.6%, and the ROC AUC for the proposed LR model was 84% with a sensitivity of 73.4%.</td>
</tr>
<tr>
<td>Tamune et al [34], 2020</td>
<td>Efficient Prediction of Vitamin B Deficiencies via Machine-Learning Using Routine Blood Test Results in Patients with Intense Psychiatric Episode</td>
<td>Predict vitamin B deficiencies using ML models from patient characteristics and routine blood test results that can be obtained within 1 hour</td>
<td>Reviewed 497 patients admitted to the Department of Neuropsychiatry at Tokyo Metropolitan Tama Medical Center between September 2015 and August 2017</td>
<td>Age, sex, and 29 routine blood tests</td>
<td>ML models (KNN&lt;sup&gt;AM&lt;/sup&gt;, LR, SVM, and RF)</td>
<td>The study demonstrated that ML can efficiently predict some vitamin deficiencies in patients with active psychiatric symptoms.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Author et al.</th>
<th>Title</th>
<th>Description</th>
<th>Data set</th>
<th>Features</th>
<th>Methods</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brinati et al [39], 2020</td>
<td>Detection of COVID-19 Infection from Routine Blood Exams with Machine Learning: A Feasibility Study</td>
<td>Develop a predictive model based on ML techniques to predict positivity or negativity for COVID-19</td>
<td>Data set available from the IRCCS Ospedale San Raffaele, 2 with 279 cases randomly extracted from the end of February 2020 to mid-March 2020</td>
<td>Gender, age, leukocytes, platelets, C-reactive protein, transaminases, gamma-glutamyl transferase, lactate dehydrogenase, neuphil, lymphocytes, monocytes, eosinophils, and basophils</td>
<td>DT, ET, KNN, LR, NB, RF, and SVMs</td>
<td>Their accuracy ranged from 82% to 86%, and sensitivity ranged from 92% to 95%.</td>
</tr>
<tr>
<td>Joshi et al [38], 2020</td>
<td>A predictive tool for SARS-CoV-2 PCR positivity based on CBC components and patient sex</td>
<td>Predict SARS-CoV-2 PCR positivity</td>
<td>357 CBC data from January 2020 to March 2020 ordered within 24 hours of a SARS-CoV-2 PCR test (based on the WHO assay)</td>
<td>Absolute neutrophil count, absolute lymphocyte count, and hematocrit</td>
<td>The study trained an L2-regularized LR model.</td>
<td>Prediction of SARS-CoV-2 PCR positivity demonstrated a C-statistic of 78% and an optimized sensitivity of 93%.</td>
</tr>
<tr>
<td>Banerjee et al [37], 2020</td>
<td>Use of Machine Learning and Artificial Intelligence to predict SARS-CoV-2 infection from Full Blood Counts in a population</td>
<td>The aim of the study was to use ML, an ANN, and a simple statistical test to identify patients who were SARS-CoV-2-positive from FBCs without knowledge of symptoms or history of the individuals.</td>
<td>The data set included in the analysis and training contained anonymized FBC results from 5664 patients seen at the Hospital Israelita Albert Einstein (São Paulo, Brazil) from March 2020 to April 2020 and who had samples collected to perform the SARS-CoV-2 RF-PCR test during a visit to the hospital.</td>
<td>Age and CBC (FBC) parameters</td>
<td>RF and lasso-based regularized generalized linear models and ANN</td>
<td>The study found that, with FBCs, RF, shallow learning, and a flexible ANN model predict patients with SARS-CoV-2 with high accuracy between populations on regular wards (AUC=94%-95%) and those not admitted to the hospital or in the community (AUC=80%-86%).</td>
</tr>
<tr>
<td>Yu et al [36], 2020</td>
<td>Predict or draw blood: An integrat-ed method to reduce lab tests</td>
<td>Propose a novel DT method to jointly predict future laboratory test events to be omitted</td>
<td>The data set (MIMIC III) contained 598,444 laboratory test results and 5,598,079 vital sign records from a total of 41,113 adult patients (aged 216 years) admitted to critical care units between 2001 and 2012.</td>
<td>Sodium, potassium, chloride and serum bicarbonate, total calcium, magnesium, phosphate, BUN, creatinine, hematocrit, hemoglobin, platelet count, and WBC.</td>
<td>The study ran a novel DL method combining 4 features: lab (laboratory test data), D (demographic data), V (vital data, which were mean and SD in the vicinity of the corresponding laboratory tests), and C (encoding to indicate missing values).</td>
<td>Was able to omit 15% of laboratory tests with &lt;5% prediction accuracy loss.</td>
</tr>
<tr>
<td>Chicco and Jurman [35], 2020</td>
<td>Machine learning can predict survival of patients with heart failure</td>
<td>ML in particular can predict patients' survival from their data and individuate the most important features among those included in their medical records.</td>
<td>Medical records of 299 patients with heart failure collected at the Faisalabad Institute of Cardiology and the Allied Hospital in Faisalabad (Punjab, Pakistan) from April 2015 to December 2015</td>
<td>Age, anemia, high blood pressure, creatinine phosphokinase, diabetest, ejection fraction, sex, platelets, serum creatinine, serum sodium, smoking, and follow-up period</td>
<td>Apply several ML classifiers to both predict the patient’s survival and rank the features corresponding to the most important risk factors</td>
<td>The results of these 2-feature models show not only that serum creatinine and ejection fraction are sufficient to predict survival of patients with heart failure from medical records but also that using these 2 features alone can lead to more accurate predictions than using the original data set features in their entirety.</td>
</tr>
<tr>
<td>Author, year</td>
<td>Title</td>
<td>Description</td>
<td>Data set</td>
<td>Features</td>
<td>Methods</td>
<td>Main results</td>
</tr>
<tr>
<td>-------------</td>
<td>-------</td>
<td>-------------</td>
<td>----------</td>
<td>----------</td>
<td>---------</td>
<td>--------------</td>
</tr>
<tr>
<td>Metsker et al [40], 2020</td>
<td>Identification of risk factors for patients with diabetes: diabetic polyneuropathy case study</td>
<td>Implementation of ML methods for identifying the risk of diabetes polyneuropathy based on structured electronic medical records collected from databases of medical information systems</td>
<td>Laboratory records from 5425 patients between 2010 and 2017</td>
<td>16 laboratory tests plus a CBC</td>
<td>ANN, SVM, DT, linear regression, and LR classifier</td>
<td>79.82% precision, 81.52% recall, 80.64% F1-score, 82.61% accuracy, and 89.88% AUC using the NN classifier</td>
</tr>
<tr>
<td>Allame et al [41], 2020</td>
<td>Ensemble learning model for diagnosing COVID-19 from routine blood tests</td>
<td>The study proposed ERLX, which is an ensemble learning model for COVID-19 diagnosis from routine blood tests.</td>
<td>The study used 5644 data samples with 559 confirmed COVID-19 cases from a publicly available data set from Albert Einstein Hospital in Brazil.</td>
<td>24 laboratory tests, including INR, albumin, D-dimer, and prothrombin time</td>
<td>The proposed model used 3 classifiers—extra trees, RF, and LR—combining their predictions with an XGB.</td>
<td>The ensemble model achieved outstanding performance, with an overall accuracy of 99.88%, AUC of 99.38%, sensitivity of 98.72%, and specificity of 99.99%</td>
</tr>
<tr>
<td>Yadaw et al [42], 2020</td>
<td>Clinical Predictive Models for COVID-19: Systematic Study</td>
<td>The aim of this study was to develop, study, and evaluate clinical predictive models that estimate, using ML and based on routinely collected clinical data, which patients are likely to receive a positive SARS-CoV-2 test or require hospitalization or intensive care.</td>
<td>The study used anonymized data from a cohort of 3644 patients seen at the Hospital Israelita Albert Einstein in Sao Paulo, Brazil, in the early months of 2020.</td>
<td>The study used 106 routine clinical, laboratory, and demographic measurements.</td>
<td>LR, NN, RF, SVM, and gradient boosting (XGB)</td>
<td>Predicted positive tests for SARS-CoV-2 a priori at a sensitivity of 75% and a specificity of 49%, patients who were SARS-CoV-2-positive who required hospitalization with 0.92 AUC, and patients who were SARS-CoV-2-positive who required critical care with 0.98 AUC</td>
</tr>
<tr>
<td>Cabitza et al [43], 2020</td>
<td>Development, evaluation, and validation of machine learning models for COVID-19 detection based on routine blood tests</td>
<td>Routine blood tests can be exploited using the authors’ method to diagnose COVID-19.</td>
<td>1925 patients on admission to the ED at the San Raffaele Hospital (OSR) from February 2020 to May 2020</td>
<td>72 features: CBC, biochemical, coagulation, hemogas analysis and CO-oximetry values, age, sex, and specific symptoms at triage</td>
<td>RF, NB, LR, SVM, and KNN</td>
<td>For the complete OSR data set, the AUC for the algorithms ranged from 0.83 to 0.90; for the COVID-19-specific data set, it ranged from 0.83 to 0.87.</td>
</tr>
<tr>
<td>Schneider et al [44], 2020</td>
<td>Validation of an Algorithm to Identify Patients at Risk for Colorectal Cancer Based on Laboratory Test and Demographic Data in Diverse, Community-Based Population</td>
<td>Validate a predictive score generated by an ML algorithm with common laboratory test data to identify patients at high risk of CRC in a large, community-based, ethnically diverse cohort</td>
<td>The eligible study cohort population included 2,855,994 KPNC Health Plan members between 1996 and 2015.</td>
<td>Gender, year of birth, and at least one CBC test, including cell parameters</td>
<td>Validate the ability of an algorithm that uses laboratory and demographic information to identify patients at increased risk of CRC</td>
<td>The algorithm identified 3% of the population who required an investigation and 35% of patients who received a diagnosis of CRC within the following 6 months.</td>
</tr>
<tr>
<td>Yang et al [45], 2020</td>
<td>Routine Laboratory Blood Tests Predict SARS-CoV-2 Infection Using Machine Learning</td>
<td>Develop an ML model integrating age, gender, race, and routine laboratory blood tests, which are readily available with a short TAT</td>
<td>5893 patients evaluated at the NYUH and WCM from March 2020 to April 2020</td>
<td>26 laboratory tests, including C-reactive protein, ferritin, lactate dehydrogenase, and magnesium</td>
<td>Used a GBDT model</td>
<td>The model achieved an AUC of 0.854. The model, too, predicted initial SARS-CoV-2 RT-PCR positivity in 66% of individuals whose RT-PCR result changed from negative to positive within 2 days.</td>
</tr>
<tr>
<td>Author, year</td>
<td>Title</td>
<td>Description</td>
<td>Data set</td>
<td>Features</td>
<td>Methods</td>
<td>Main results</td>
</tr>
<tr>
<td>-------------</td>
<td>-------</td>
<td>-------------</td>
<td>----------</td>
<td>----------</td>
<td>---------</td>
<td>--------------</td>
</tr>
<tr>
<td>Plante et al [46], 2020</td>
<td>Development and External Validation of a Machine Learning Tool to Rule Out COVID-19 Among Adults in the Emergency Department Using Routine Blood Tests: A Large, Multicenter, Real-World Study</td>
<td>Develop an ML model to rule out COVID-19 using only routine blood tests among adults in EDs</td>
<td>Model training used 2183 PCR-confirmed cases from 43 hospitals during the pandemic; negative controls were 10,000 prepandemic patients from the same hospitals. External validation used 23 hospitals with 1020 PCR-confirmed cases and 171,734 prepandemic negative controls.</td>
<td>14 laboratory tests, including sodium, bicarbonate, BUN, and chloride</td>
<td>XGB ML model</td>
<td>The model found high discrimination across age, race, sex, and disease severity subgroups and had high diagnostic yield at low score cutoffs in a screening population with a disease prevalence of &lt;10%. Such a model could rapidly identify those at low risk of COVID-19 in a “rule out” method and might reduce the need for PCR testing in such patients.</td>
</tr>
<tr>
<td>Mooney et al [47], 2020</td>
<td>Predicting bacteremia in maternity patients using full blood count parameters: A supervised machine learning algorithm approach</td>
<td>Use ML tools to identify if bacteremia in pregnant or postpartum women could be predicted using FBC parameters other than the WCC</td>
<td>129 women from the Rotunda Hospital in 2019, a stand-alone tertiary-level maternity hospital in Ireland</td>
<td>WCC, absolute neutrophils, monocytes, eosinophils, basophils, NLR (95% CI 93.3-94.8), PPV (95% CI 10.6-17.9), and NPV (95% CI 97.2-97.7)</td>
<td>SVM with a linear kernel, and RF along with CART</td>
<td>The model predicted normality or abnormality of laboratory tests with a 98.27% accuracy (AUC=0.9885; sensitivity 97.84%; specificity 97.4% (95% CI 93.3-94.8), PPV (95% CI 10.6-17.9), and NPV (95% CI 97.2-97.7) on 20.26% reduced laboratory tests and recommended 98.1% of transitions to be checked.</td>
</tr>
<tr>
<td>Yu et al [48], 2020</td>
<td>A deep learning solution to recommend laboratory reduction strategies in ICU</td>
<td>Build an ML model that predicts laboratory test results and provides a promising laboratory test reduction strategy using spatial-temporal correlations</td>
<td>The Medical Information Mart for Intensive Care III data set with 53,423 distinct hospital admissions of adult patients to intensive care units at Beth Israel Deaconess Medical Center</td>
<td>Sodium, potassium, chloride, serum bicarbonate, total calcium, magnesium, phosphate, BUN, creatinine, hemoglobin, platelet count, WBC, age, gender, and race</td>
<td>Built a DL model with 5 variants for each of the combinations of input features</td>
<td>The model predicted normality or abnormality of laboratory tests with a 98.27% accuracy (AUC=0.9885; sensitivity 97.84%; specificity 97.4% (95% CI 93.3-94.8), PPV (95% CI 10.6-17.9), and NPV (95% CI 97.2-97.7) on 20.26% reduced laboratory tests and recommended 98.1% of transitions to be checked.</td>
</tr>
<tr>
<td>Kaftan et al [49], 2021</td>
<td>Predictive Value of C-reactive Protein, Lactate Dehydrogenase, Ferritin and D-dimer Levels in Diagnosing COVID-19 Patients: a Retrospective Study</td>
<td>The study aimed to evaluate the diagnostic accuracy of CRP (95% CI 97.4% (95% CI 93.3-94.8), PPV (95% CI 10.6-17.9), and NPV (95% CI 97.3-97.7), and D-dimer in predicting positive cases of COVID-19 in Iraq.</td>
<td>The sample size was based on a minimum sensitivity and specificity of 95%; the study randomly selected medical records of 938 patients suspected to have COVID-19 between May 2020 and December 2020.</td>
<td>Age, gender, C-reactive protein, ferritin, LDH, and D-dimer.</td>
<td>A retrospective observational cohort study based on STARD guidelines to determine the diagnostic accuracy of COVID-19</td>
<td>A combination of routine laboratory biomarkers (CRP, LDH, and ferritin D-dimer) can be used to predict the diagnosis of COVID-19 with an accepted sensitivity and specificity before proceeding to definitive diagnosis through RT-PCR.</td>
</tr>
<tr>
<td>Author, year</td>
<td>Title</td>
<td>Description</td>
<td>Data set</td>
<td>Features</td>
<td>Methods</td>
<td>Main results</td>
</tr>
<tr>
<td>--------------</td>
<td>-------</td>
<td>-------------</td>
<td>----------</td>
<td>----------</td>
<td>---------</td>
<td>--------------</td>
</tr>
<tr>
<td>Park et al [50], 2021</td>
<td>Development of machine learning model for diagnostic disease prediction based on laboratory tests</td>
<td>Build a new optimized ensemble model by blending a DNN(^b) model with 2 ML models for disease prediction using laboratory test results</td>
<td>The study analyzed data sets provided by the Department of Internal Medicine from 5145 patients visiting the emergency room and those admitted to Catholic University of Korea St. Vincent’s Hospital in Suwon, Korea, between 2010 and 2019.</td>
<td>The study confirmed a total of 88 attributes, including sex and age.</td>
<td>The study developed a new ensemble model by combining their DL (DNN) model with their 2 ML models (SVM and RF) to improve A(^b) performance.</td>
<td>The optimized ensemble model achieved an (F_1)-score of 81% and a prediction accuracy of 92% for the 5 most common diseases.</td>
</tr>
<tr>
<td>Souza et al [51], 2021</td>
<td>Simple hemogram to support the decision-making of COVID-19 diagnosis using clusters analysis with self-organising maps neural network</td>
<td>Identify potential variables in routine blood tests that can support clinician decision-making during COVID-19 diagnosis at hospital admission</td>
<td>5644 patients allocated to the Albert Einstein Hospital in São Paulo, Brazil, in the Kaggle platform on March 2020</td>
<td>14 variables present in the blood test</td>
<td>Nonsupervised clustering analysis with NN SOM(^b) as a strategy of decision-making</td>
<td>It was possible to detect a group of units of the map with a discrimination power of approximately 83% to patients who were SARS-CoV-2–positive.</td>
</tr>
<tr>
<td>Kukar et al [52], 2021</td>
<td>COVID-19 diagnosis by routine blood tests using machine learning</td>
<td>The aim of this study was to determine the diagnostic accuracy of an ML model built specifically for the diagnosis of COVID-19 using the results of routine blood tests.</td>
<td>52,306 patients admitted to the Department of Infectious Diseases, UMCL (^b), Slovenia, in March 2020 and April 2020</td>
<td>Age, gender, and 35 laboratory tests</td>
<td>SBA(^b) algorithm: a CRISP-DM(^b)-based ML pipeline consisting of 5 processing stages and using an XGB model</td>
<td>The model exhibited a high sensitivity of 91.9%, a specificity of 97.9%, and an AUC of 0.97.</td>
</tr>
<tr>
<td>Gladding et al [53], 2021</td>
<td>A machine learning PROGRAM to identify COVID-19 and other diseases from haematology data</td>
<td>The study proposed a method for screening FBC metadata for evidence of communicable and noncommunicable diseases using ML.</td>
<td>A total of 156,570 hematology raw data were collected between July 2019 and June 2020 from Waitakere Hospital and North Shore Hospital.</td>
<td>A maximum of 247 FBC features from CSV(^b) data were used; 134 were categorical, and 101 were numeric.</td>
<td>MDCalc software was used to analyze and apply ML models using DTs and ensembles, LR, and DNNs.</td>
<td>Urinary tract infection: ROC AUC=0.68, sensitivity=52%, and specificity=79%; COVID-19: ROC AUC=0.8, sensitivity=82%, and specificity=75%; heart failure: ROC AUC=0.78, sensitivity=72%, and specificity=72%</td>
</tr>
<tr>
<td>AlJame et al [41], 2021</td>
<td>Deep forest model for diagnosing COVID-19 from routine blood tests</td>
<td>Develop an ML prediction model to accurately diagnose COVID-19 from clinical or routine laboratory test data</td>
<td>5644 patient records that were collected from March 2020 to April 2020 (Albert Einstein Israelita Hospital, located in São Paulo, Brazil) and 279 patients who were admitted to San Raffaele Hospital, Milan, Italy, from the end of February 2020 to mid-March 2020</td>
<td>Age, gender, and 13 laboratory tests</td>
<td>Dp(^b) model constructed from 3 different classifiers: extra trees, XGB, and Light-GBM</td>
<td>Experimental results show that the proposed DF model has an accuracy of 99.5%, sensitivity of 95.28%, and specificity of 99.96%.</td>
</tr>
<tr>
<td>Author, year</td>
<td>Title</td>
<td>Description</td>
<td>Data set</td>
<td>Features</td>
<td>Methods</td>
<td>Main results</td>
</tr>
<tr>
<td>-------------</td>
<td>-------</td>
<td>-------------</td>
<td>----------</td>
<td>----------</td>
<td>---------</td>
<td>--------------</td>
</tr>
<tr>
<td>Rahman et al [54], 2021</td>
<td>Mortality Prediction Utilising Blood Biomarkers to Predict the Severity of COVID-19 Using Machine Learning Technique</td>
<td>Development of a prediction model of high mortality risk for patients both with and without COVID-19</td>
<td>654 patients with and without COVID-19 were admitted to the ED in Boston (March 2020 to April 2020) and Tongji Hospital in China (January 2020 to February 2020).</td>
<td>Age, lymphocyte count, D-dimer, CRP, and creatinine</td>
<td>RF, SVM, KNN, XGB, extra trees, and LR</td>
<td>For the development cohort and the internal and external validation cohorts using LR, the AUCs were 0.987, 0.999, and 0.992, respectively.</td>
</tr>
<tr>
<td>Myari et al [55], 2021</td>
<td>Diagnostic value of white blood cell parameters for COVID - 19: Is there a role for HFLC and IG?</td>
<td>Investigate the ability of WBC and its subsets, HFLC, IG, and C-reactive protein to aid diagnosis of COVID-19 during the triage process and as indicators of disease progression to serious and critical condition</td>
<td>A retrospective case-control study conducted with data collected from patients admitted to the ED of University General Hospital of Ioannina (Ioannina, Epirus, Greece) from March 2020 to March 2021</td>
<td>Age, gender, and 13 laboratory tests</td>
<td>Enter binary LR analysis was conducted to determine the influence of the parameters on the outcome.</td>
<td></td>
</tr>
<tr>
<td>Campagner et al [56], 2021</td>
<td>External validation of Machine Learning models for COVID-19 detection based on Complete Blood Count</td>
<td>Evaluate whether ML models for COVID-19 diagnosis based on CBC data could be robust to cross-site transportability and, thus, could be reliably deployed as medical decision support tools</td>
<td>Data from 1736 patients collected at the EDs of the IRCCS Hospital San Raffaele and the IRCCS Istituto Ortopedico Galeazzi of Milan (Italy)</td>
<td>Age, gender, and 23 routine laboratory tests</td>
<td>RF, LR, KNN, SVM, NB, and ensemble</td>
<td>The study reported an average AUC of 95%. The best-performing model (SVM) reported an average AUC of 97.5%.</td>
</tr>
</tbody>
</table>
On average, accuracy, specificity, and AUC were 92.11%, 84.56%, and 92.2% for the first data set; 93.16%, 93.02%, and 93.2% for the second data set; and 92.5%, 85%, and 92.2% for the third data set, respectively.

Routine laboratory tests according to each of the 3 data sets

The study presented the development and comparison of various models for diagnosing positive cases of COVID-19 using 3 data sets of routine laboratory blood tests. A total of 3 open-access study data sets from 2498 patients containing routine blood test data from COVID-19 and non–COVID-19 cases were used.

The study presented the development and comparison of various models for diagnosing positive cases of COVID-19 using 3 data sets of routine laboratory blood tests. A total of 3 open-access study data sets from 2498 patients containing routine blood test data from COVID-19 and non–COVID-19 cases were used.

Methods

Seven ML methods — LR, KNN, DT, SVM, NB, ET, RF — along with XGB — along with 4 DL methods: DNN, CNN, RNN, and LSTM.

Main results

On average, accuracy, specificity, and AUC were 92.11%, 84.56%, and 92.2% for the first data set; 93.16%, 93.02%, and 93.2% for the second data set; and 92.5%, 85%, and 92.2% for the third data set, respectively.

Features

Routine laboratory tests according to each of the 3 data sets

Data set

A total of 3 open-access study data sets from 2498 patients containing routine blood test data from COVID-19 and non–COVID-19 cases were used.

Description

The study presented the development and comparison of various models for diagnosing positive cases of COVID-19 using 3 data sets of routine laboratory blood tests. A total of 3 open-access study data sets from 2498 patients containing routine blood test data from COVID-19 and non–COVID-19 cases were used.

Methods

Seven ML methods — LR, KNN, DT, SVM, NB, ET, RF — along with XGB — along with 4 DL methods: DNN, CNN, RNN, and LSTM.

Main results

On average, accuracy, specificity, and AUC were 92.11%, 84.56%, and 92.2% for the first data set; 93.16%, 93.02%, and 93.2% for the second data set; and 92.5%, 85%, and 92.2% for the third data set, respectively.
Discussion

Principal Findings

This study aimed to identify studies that used laboratory tests to predict new results. Our interest in this line of study was motivated by the possibility that laboratory tests can be used more comprehensively to search for hidden information, discovering previously unknown pathologies. This methodology is highly advantageous for the diagnostic process of medical laboratories. In this sense, intelligent systems could automatically analyze the examinations performed on a patient and make predictions in the search for hidden pathologies. In positive cases, alarms would be generated, and complementary examinations would be suggested. In most cases, the collected sample could be used to carry out new tests.

The use of laboratory tests to predict results has been increasingly explored. In recent years, several studies have obtained good results using clinical data to search for diagnoses [58]. In addition to laboratory tests, the studies in this review used patient histories, imaging tests, and medical diagnoses. For example, Wu et al [59] and Hische et al [60], in addition to laboratory tests, also made use of other clinical data in the search for a diagnosis. Some studies, such as those by Ravaut et al [61] and Le et al [62], aimed to determine whether a patient was likely to develop the disease in the future, which is quite relevant as part of a process in predictive medicine. These studies obtained good results but used clinical or diagnostic data. This information is generated through the analysis by a physician, unlike most laboratory tests such as the complete blood count, which follows an automated analytical process without the intervention of human factors.

However, in this research, we only looked for studies that emphasized laboratory tests to predict new information. This methodology can innovate the diagnostic processes of medical laboratories and has attracted the interest of several researchers over time, especially in recent years owing to the COVID-19 pandemic. In total, we found 40 studies referring to the last decade that met the established criteria, with most studies published in 2020 (15/40, 38%) and 2021 (10/40, 25%).

All (40/40, 100%) the studies presented in this review used laboratory tests as input data in addition to some clinical data such as gender and age. Some (12/40, 30%) studies used >20
parameters, such as the study by Yadaw et al [42], who used >100 different parameters. Others (6/40, 15%) used very few parameters, as is the case of the work by Joshi et al [38], who used only 3 parameters (absolute neutrophil count, absolute lymphocyte count, and hematocrit). However, most (22/40, 55%) studies used approximately 10 parameters, with the complete blood count as the primary data source. Finally, 22% (9/40) of the studies used full blood count data only.

When analyzing the quality assessment tool (Table 1), all studies showed good results, with an average value of 88%. As most of the studies were characterized as retrospective cohort studies, the data used were generated before the research. Thus, questions 8 and 10 of the questionnaire [19], referring to the levels and amount of exposure, were answered mainly with not applicable or cannot be determined. This fact lowered the average slightly in the evaluation process of most (38/40, 95%) studies. However, 5% (2/40) of the studies [29,31] were evaluated with 100%. Another 45% (18/40) of the studies were evaluated with 93%, 32% (13/40) of the studies were evaluated with 86%, and 18% (7/40) of the studies were evaluated with 79%.

Table 2 presents a summary of the main characteristics of the studies. In addition to a brief description of the research, it is possible to know the methodology and the main results in a simplified way.

It is not possible to make a comparison between the methodology and results of the selected studies as they had different objectives. Our goal was to confirm the possibility of predicting specific examinations from other examinations and which ML methods and parameters were most used.

Regarding the models, most (39/40, 98%) studies used ML methods with supervised training, almost always aiming at the exam responsible for the diagnosis. Of the 40 studies selected, only 3 (8%) used regression methods, whereas the other 37 (92%) used classification methods. Among the most used models, we can mention logistic regression, random forest, support vector machine, and k-nearest neighbor, trained as binary classifiers. In the case of neural networks, they were almost always used with deep learning techniques (deep neural networks [DNNs]).

The random forest method was the most tested, with 50% (20/40) of the studies using it. The next most tested methods were logistic regression with 45% (18/40) of the studies and support vector machine with 35% (14/40) of the studies, followed by naive Bayes, decision tree, and XGBoost with 25% (10/40) of the studies each. By contrast, artificial neural networks were tested in 18% (7/40) of the studies, in addition to DNN methods in another 15% (6/40) of the studies.

In general, the most efficient method was the DNN, such that, of the 6 studies that used this method, 5 (83%) had better results with it. Next, there was the XGBoost method, such that, of the 10 studies that used this method, 7 (70%) considered it better, followed by random forest, where, of the 20 studies that tested this method, 12 (60%) had better results with it. In a simplified way, we can say that the DNN method was 83% better than the others, followed by XGBoost (70% better) and random forest (60% better).

Although the DNN model presents better results, the random forest method is quite attractive, not only because it is simple and fast but also because it presents the path taken in the search for the result, which is quite relevant in research in the health care domain.

Research that initially caught our attention was conducted by Luo et al [5] to predict ferritin levels to detect patients with anemia. The research used 41 laboratory tests from 989 patients admitted to the tertiary care hospital in Boston, Massachusetts, for 3 months in 2013. The work had good results, with an area under the curve (AUC) of 97%. The most interesting thing is that, even in cases where the ferritin tests were false negatives, the system could detect anemia. This result shows that laboratory tests may have more information when analyzed holistically than when referring to the specific test performed.

Rawson et al [28] used laboratory tests to identify cases of bacterial infection among 160,203 hospitalized patients over 6 months. An interesting feature of this research is that only 6 tests were used as input parameters (C-reactive protein, white blood cell count, bilirubin, creatinine, alanine aminotransferase, and alkaline phosphatase), achieving good results, with an area under the receiver operating characteristic curve of 0.84. The use of a low number of examinations was an important factor in building the model. This situation makes it possible to use tests already performed on patients, making the screening process fast and straightforward without collecting more blood samples from a patient.

Of the selected studies, 8% (3/40) focused on the prediction of colorectal cancer. Colorectal cancer has a high incidence rate, accounting for many deaths worldwide. The early identification of this type of pathology can be very advantageous to governments and health systems, who can provide adequate treatment to prevent the worsening of the disease. Kinar et al [23] obtained good results in identifying patients with a propensity to develop colorectal cancer 1 year before the development of the disease. In this study, 20 parameters from the complete blood count of approximately 2 million patients were used. Similarly, Birks et al [26] used the complete blood count of 2.5 million patients, obtaining an AUC of 75% for more extended periods (3 years) and 85% for shorter periods (6 months). More recently, Schneider et al [44] also obtained a mean AUC of 78% in a study of approximately 2.8 million patients seen between 1996 and 2015.

Another 12% (5/40) of the studies [7,29,32,36,48] aimed to identify tests that would not change over time, remaining classified as normal without the need to be repeated. In general, all of them showed good results; however, we highlight the work by Xu et al [32], who obtained an AUC of >90% for 12 months of analysis.

A recent publication that also caught our attention was the work by Park et al [50]. The authors used deep learning models to predict 39 different diseases in their research, reaching an accuracy of >90% and an F1-score of 81% for the 5 most
common diseases. They used 88 features from 5145 patients who visited the emergency room.

The use of laboratory tests and ML techniques has increased in recent years, mainly owing to the COVID-19 pandemic. Of the 40 studies in this review, 27 (68%) published between 2020 and 2022 were selected. Of these 27 studies, 19 (70%) studies were related to SARS-CoV-2, a total of 8 (30%) studies were published in 2020, a total of 9 (33%) studies were published in 2021, and 1 (4%) study was published in 2022. All of them used laboratory tests to predict some unknown information, and most (34/40, 85%) studies focused on the search for a diagnosis.

Analyzing aspects related to training and the potential for bias based on the data sets, a common feature among most studies was the fact that 92% (37/40) of them were treated as a classification problem using supervised models. In this process, a point to be considered is the fact that the target classes of the models are almost always defined by a medical diagnosis or a reference value. In class prediction, the results of values close to the classification margins may be affected, influencing the final result of the model.

Another aspect that draws attention is the fact that the data sets were highly unbalanced, with some (3/40, 8%) studies [21,23,26] where the target represented <1% of the data set, implying some care to avoid errors in the training and evaluation process. In this sense, most (34/40, 85%) of the analyzed studies used the area under the receiver operating characteristic curve as the main evaluation metric, with an average value of approximately 85%. Although this metric is quite common in health-related problems, some authors defend [63] the use of the area under the precision-recall curve as the most appropriate metric for strongly unbalanced bases.

Considering the aspects discussed, we question whether, in the search for a diagnosis, it would not be more appropriate to treat the prediction of new tests as a regression problem, leaving the responsibility of decision-making to health professionals.

Limitations

One of the limitations of this study was how the articles were selected, analyzing only the data from the titles, keywords, and abstracts initially reviewed.

Another limitation was the nonuse of studies whose data source consisted of imaging examinations and clinical history and where the objective was not a prediction.

These criteria greatly reduced the number of selected studies. However, our objective was to analyze only studies that had a main focus on the use of laboratory tests. These requirements are fundamental in building models that can automatically analyze test results without affecting the processes of medical laboratories.

Conclusions

In the search for scientific research that used laboratory tests and ML models to predict new information, 40 studies were found that fit the established criteria. Among these, all (40/40, 100%) sought to predict unknown information, with most (34/40, 85%) focused on the search for a diagnosis.

We have seen a large increase in the use of this methodology in recent years, mainly motivated by the COVID-19 pandemic. Of the 40 works selected from 2010 onward, 27 (68%) focused on SARS-CoV-2, published between 2020 and 2022. All (40/40, 100%) studies used only laboratory tests, and the complete blood count was the most used. The use of routine examinations is encouraged, mainly as they are more frequently performed and have greater availability. Among the prediction methods, most (39/40, 98%) studies used ML models with supervised learning. These techniques have been spreading and obtaining good results over the years, and binary classification models are still the most used, with XGBoost and DNNs being the models with the best results. These models almost always seek to determine the occurrence or not of a specific event, which has proved to be very useful in the triage of hospitalized patients and in the search for a diagnosis.

In general, all the evaluated studies presented good results, making predictions according to the research objective. Responding to the objectives of this work, we conclude that it is possible to predict specific tests from other laboratory tests, with the complete blood count being the most used in the prediction of new results. The most used method was binary classification with supervised learning.

Thus, the use of laboratory tests and ML techniques represents an innovative potential for the process of medical laboratories, allowing for a more comprehensive analysis of the tests performed, enabling the early discovery of unknown pathologies or errors in the tests performed. This automatic analysis is very advantageous as it is low-cost and does not interfere with the processes already established by medical laboratories.
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Abstract

Background: Early sequencing and quick analysis of the SARS-CoV-2 genome have contributed to the understanding of the dynamics of COVID-19 epidemics and in designing countermeasures at a global level.

Objective: Amplicon-based next-generation sequencing (NGS) methods are widely used to sequence the SARS-CoV-2 genome and to identify novel variants that are emerging in rapid succession as well as harboring multiple deletions and amino acid–changing mutations.

Methods: To facilitate the analysis of NGS sequencing data obtained from amplicon-based sequencing methods, here, we propose an easy-to-use SARS-CoV-2 genome assembler: the Easy-to-use SARS-CoV-2 Assembler (ESCA) pipeline.

Results: Our results have shown that ESCA could perform high-quality genome assembly from Ion Torrent and Illumina raw data and help the user in easily correct low-coverage regions. Moreover, ESCA includes the possibility of comparing assembled genomes of multisample runs through an easy table format.

Conclusions: In conclusion, ESCA automatically furnished a variant table output file, fundamental to rapidly recognizing variants of interest. Our pipeline could be a useful method for obtaining a complete, rapid, and accurate analysis even with minimal knowledge in bioinformatics.

(JMIR Bioinform Biotech 2022;3(1):e31536) doi:10.2196/31536
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Introduction

Next-generation sequencing (NGS) has reached a pivotal role in the field of emerging infectious diseases by enhancing the development capacity of new diagnostic methods, vaccines, and drugs [1,2]. Moreover, a key role has been recognized for sequence data production and sharing in outbreak response and management [3-5]. In the current COVID-19 epidemic, more than 6 million full genome sequences of SARS-CoV-2 have been deposited in publicly accessible databases in the arc of 1 year (ie, GISAID) [6,7]. SARS-CoV-2 genome surveillance on a global scale is permitting real-time analysis of the outbreak, with a direct impact on the public health response. This contribution includes the tracing of SARS-CoV-2 spread over...
time and space, evidence of emerging variants that may affect pathogenicity, transmission capacity, diagnostic methods, therapeutics, or vaccines [8-11]. Recently divergent SARS-CoV-2 variants are emerging in rapid succession, harboring multiple deletions and amino acid mutations. Some mutations occur in the receptor-binding domain of the spike protein and are associated with an increase of angiotensin-converting enzyme 2 (ACE2) affinity as well as a potential reduction of polyclonal human plasma antibody efficacy [12,13]. The growing contribution of sequence information to public health is driving global investment in sequencing facilities and scientific programs [14,15]. The falling cost of generating genomic NGS data provides new chances for sequencing capacity expansion; however, many laboratories have low sequencing capacity and even a lack of expertise for data elaboration.

While sequencing runs can be performed without consolidated experience in the infectious disease field, virus genomic sequence assembly is often a demanding task. Translating SARS-CoV-2 raw read data into reliable and informative results is complex and requires solid bioinformatics knowledge, particularly for low-coverage samples. Some steps can lead to incorrect variant calling and produce erroneous assembled sequences.

Supervision of the sequence assembly to avoid inconsistent or misleading assignment of a virus to a taxonomic lineage or clade [9,10] as well as evaluation of low-coverage samples to prevent loss of epidemiological information are mandatory.

Many tools have been developed to support whole genome sequence reconstruction, starting with reads produced by different NGS platforms. However, most tools have been designed for genome assembly of other viruses and often are able to elaborate only a specific type of data. Some of these tools, for example, have implemented the assembly method for one specific platform (ie, Loretta for PacBio data) [16] or for a specific sequencing approach (ie, UNAGI for Nanopore and Illumina data) [17]. Some sequencing platform manufacturers have proposed pipelines for SARS-CoV-2 genome reconstruction that have been designed to obtain the most accurate sequence from one specific technological output. For example, Illumina developed the DRAGEN tool for SARS-CoV-2 genome analysis, a commercial tool that is temporarily free and available online, while Ion Torrent suggests the iterative refinement meta-assembler (IRMA) for SARS-CoV-2 data analyses, an open-source program developed by the Centers for Disease Control and Prevention (CDC) [18].

We propose the Easy-to-use SARS-CoV-2 Assembler (ESCA) pipeline: a novel reference-based genome assembly pipeline specifically designed for SARS-CoV-2 data analysis. This pipeline was created to support laboratories with limited experience in bioinformatics for SARS-CoV-2 analysis. ESCA can be easily installed and runs in most Linux environments.

Methods

Overview

The ESCA pipeline is a reference-based assembly algorithm written for Linux environments and requires only raw reads as input files, without any other information. Two versions of the software are available: one for Illumina paired-end reads in the “fastq.gz” file format and the other for Ion Torrent reads in the “ubam” file format.

The software is designed to process several samples in a single run. All reads (paired or unpaired) must be copied into the same working directory, and then, the program is launched through the command line by typing “StartEasyTorrent” for IonTorrent input or “StartEasyIllumina” for Illumina input. The pipeline then performs all the other passages automatically, as described in the following paragraphs.

The program processes all input reads, dividing them into different samples using file names as identifiers. Illumina paired-end reads are expected to be divided into 2 files that contain “R1” or “R2” to distinguish forward reads from reverse reads. Sample preprocessing is performed by filtering out all reads with a mean Phred quality score lower than 20 and that are less than 30 nucleotides long.

Filtered reads are mapped on the SARS-CoV-2 reference genome Wuhan-Hu-1 (GenBank Accession Number NC_045512.2) with bwa-mem software [15]; all reads that do not map on the reference genome are then discarded.

Genome coverage is then analyzed: The read-mapping file is converted into “sorted-bam” and “mpileup” files using samtools software [19], and these data are translated into a detailed coverage table that reports the count of nucleotides observed at each position.

The consensus sequence is then reconstructed on the basis of 3 parameters: (1) frequency of nucleotides observed at each position, (2) nucleotide coverage, (3) reference genome sequence.

Briefly, sample parameters for consensus sequence reconstruction are designed to call the nucleotide observed with >50% frequency and with a coverage of >50 reads, but the minimum coverage is reduced at >10 reads if the most frequent nucleotide observed is identical to the nucleotide observed in the reference genome.

For all positions where these parameters are not satisfied, the ESCA pipeline is designed to call “N” to indicate a low coverage position or an intrasample nucleotide variant. After whole genome reconstruction of all samples, the consensus sequences are aligned with the Wuhan-Hu-1 reference genome using MAFFT software [20], and a mutation table is generated, reporting nucleotide mutations of all the genomes assembled.

Illumina Data

To test the efficiency of the ESCA pipeline, 228 SARS-CoV-2–positive samples were sequenced with Illumina
platforms using the Ion AmpliSeq SARS-CoV-2 Research Panel following the manufacturer’s instructions (ThermoFisher, Waltham, MA). For Illumina samples, whole SARS-CoV-2 genome sequences were assembled using both ESCA and DRAGEN RNA Pathogen Detection v.3.5.15 (BaseSpace) with default parameters.

### Ion Torrent Data

A resequencing assay on Ion Torrent platforms was carried out for the same 228 SARS-CoV-2–positive samples using the Ion AmpliSeq SARS-CoV-2 Research Panel following the manufacturer’s instructions (ThermoFisher).

For Ion Torrent samples, whole SARS-CoV-2 genome sequences were assembled with ESCA and IRMA software [18] using the setting parameters indicated by ThermoFisher, in order to test the consistency of ESCA and IRMA outputs.

#### Performance Test

The respective results were compared, aligning the sequences obtained using the 2 methods with the reference sequence Wuhan-Hu-1 (NCBI Acc. Numb. NC_045512.2), and the corrected sequence was submitted to GISAID, using MAFFT [20]. Then, each discordant position was evaluated following the classification reported in Figure 1. In particular, we evaluated true positives (TP; mutations correctly classified as real); false negatives (FN; mutations correctly classified as unreal); false positives (FP; mutations incorrectly classified as real); true negatives (TN; mutations correctly classified as unreal); corrected TN (positions unknown correctly classified as N); and TN error (positions unknown, incorrectly classified as N).

To test the performances with respect to mean coverage, linear regression correlation analysis was carried out for mean coverage and specific measures of accuracy.

#### Results

In the computational evaluation, ESCA software was compared with the most often used assemblers for SARS-CoV-2 genome analysis on 228 SARS-CoV-2–positive samples.

Sequencing was performed on Illumina MiSeq for 65 libraries, obtaining a median of 1.50 x 10^6 paired-end reads per sample (range: 0.02 x 10^6 to 4.56 x 10^6), and on Ion Gene Studio S5 Sequencer for 163 libraries, obtaining a median of 0.61 x 10^6 single-end reads per sample (range: 0.02 x 10^6 to 3.02 x 10^6). Using the ESCA reconstruction, the coverage point by point was calculated, and we observed that, in the Illumina sample, the point coverage was not uniform, although the mean coverage was quite high in all samples (average 3508X; range: 70-10,733). This could introduce error in genome reconstruction using some software. In this context, ESCA could reduce the error in regions with low coverage. In parallel, mean coverage obtained with Ion Torrent was 4966X (range: 94-19,917), but a higher uniformity was observed. The comparison of the coverage distribution is shown in Figure 2.

To evaluate the ESCA and DRAGEN/IRMA results, assembled genomes, the reference Wuhan-Hu-1, and the corrected genome of GISAID (Accession IDs available in Multimedia Appendix 1) were aligned with MAFFT [20].

At each position along the SARS-CoV-2 genome, the 24 available nucleotide combinations were classified in 11 mutation categories (Figure 1). For all sequences, the number of occurrences of mutation categories for each assembly software was then evaluated.
Figure 2. Comparison of true positive mutations between our Easy-to-use SARS-CoV-2 Assembler (ESCA) and the (A) Illumina DRAGEN tool and (B) iterative refinement meta-assembler (IRMA) recommended by Ion Torrent.

**Illumina Data**

The comparison of ESCA with DRAGEN showed that, as expected, the mean number of mutations in genomes was very low (in the mean 28 position) and ESCA could correctly identify a mean 27 of 28 mutations (Figure 2A). Moreover, no FN positions were identified by ESCA. This is due to the pipeline design that reduces the error of introducing N where the coverage is not sufficient. The DRAGEN genome, instead, showed a mean of 25 of 28 TP and 3 FN positions. The absence of a mutation in specific positions could be essential to assigning the lineage, and the presence of FNs could modify the identification of the variants. On the other hand, both ESCA and DRAGEN did not introduce FN, identifying 29,308 and 28,027 TN positions, respectively. These results show an accuracy of 100% for ESCA and 99.99% for DRAGEN. Moreover, the sensitivity of ESCA compared with DRAGEN was 96.43% for ESCA and 89.29% for DRAGEN, and the specificity with both methods was 100%.

**Ion Torrent Data**

Parallel to the previous comparison, ESCA compared with IRMA showed that both methods identified a mean 25 of 26 TP positions (Figure 2B) but did not induce FN. However, IRMA introduced a certain number of errors. In fact, the FP was 20 for IRMA, compared with 0 for ESCA. Once again, the introduction of mutations could induce error in the lineage assignation.

The accuracy of IRMA was calculated to be 99.93%, while it was 100% for ESCA.

Moreover, although the sensitivity was identical with the 2 methods (96.15%), the specificity was 99.93% for IRMA and 100% for ESCA.

**Performance Test**

To evaluate the performance of each of the methods, linear regression correlation analysis was carried out with respect to mean coverage (Multimedia Appendix 2).

For IonTorrent single-end sequencing data, a significant positive correlation was found comparing coverage and TN for both IRMA and ESCA (r>0.15, \( P < .05 \)), while for Illumina pair-end sequencing data, such a correlation was found only for DRAGEN (r>0.40, \( P < .05 \)). This difference could be caused by a different error rate for the 2 sequencing techniques. These data suggest that all assembly methods are comparable in the case of high coverage samples, while ESCA seems to perform better for low coverage data.

**Discussion**

**Principal Findings**

The importance of rapidly obtaining and sharing high-quality whole genomes of SARS-CoV-2 is increasing with the emerging variant strains [14]. For this reason, the use of NGS custom amplicon panels can be a rapid and performant method for identifying viral variants. However, a lack of bioinformatic skills could be a problem in handling NGS raw data. Our pipeline ESCA provides help to laboratories with low bioinformatic capacity using a single command. Both of the more common methods for the analysis of Ion Torrent and Illumina data (IRMA and DRAGEN, respectively) have shown a certain amount of error that could induce false identification in variant assignation. On the contrary, the SARS-CoV-2 genome obtained by ESCA shows a reduced number of false insertions and false mutations and a higher number of real mutations.

**Limitations**

This pipeline should be tested on a larger number of sequences and with other sequencing technologies.

**Conclusions**

ESCA automatically produces a variant table output file, fundamental for rapidly recognizing variants of interest. These results show how ESCA could be a useful method for obtaining a rapid, complete, and correct analysis even with minimal skill in bioinformatics.
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Multimedia Appendix 1

Comparison of Easy-to-use SARS-CoV-2 Assembler (ESCA) and (first tab: Ion Torrent) iterative refinement meta-assembler (IRMA) and (second tab: Illumina) DRAGEN results for every assembled SARS-CoV-2 genome. DELerror: deletion unknown incorrectly identified; errorMut: number of incorrect mutations described; FN: false negative; FP: false positive; INScorr: insertion unknown correctly identified; INSerror: insertion unknown incorrectly identified; NCorr: positions unknown correctly classified as N; Nerror: position unknown incorrectly classified as N; TN: true negative; TP: true positive.
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Abstract

Background: In recent years, thanks to the rapid development of next-generation sequencing (NGS) technology, an entire human genome can be sequenced in a short period. As a result, NGS technology is now being widely introduced into clinical diagnosis practice, especially for diagnosis of hereditary disorders. Although the exome data of single-nucleotide variant (SNV) can be generated using these approaches, processing the DNA sequence data of a patient requires multiple tools and complex bioinformatics pipelines.

Objective: This study aims to assist physicians to automatically interpret the genetic variation information generated by NGS in a short period. To determine the true causal variants of a patient with genetic disease, currently, physicians often need to view numerous features on every variant manually and search for literature in different databases to understand the effect of genetic variation.

Methods: We constructed a machine learning model for predicting disease-causing variants in exome data. We collected sequencing data from whole-exome sequencing (WES) and gene panel as training set, and then integrated variant annotations from multiple genetic databases for model training. The model built ranked SNVs and output the most possible disease-causing candidates. For model testing, we collected WES data from 108 patients with rare genetic disorders in National Taiwan University Hospital. We applied sequencing data and phenotypic information automatically extracted by a keyword extraction tool from patient’s electronic medical records into our machine learning model.

Results: We succeeded in locating 92.5% (124/134) of the causative variant in the top 10 ranking list among an average of 741 candidate variants per person after filtering. AI Variant Prioritizer was able to assign the target gene to the top rank for around 61.1% (66/108) of the patients, followed by Variant Prioritizer, which assigned it for 44.4% (48/108) of the patients. The cumulative rank result revealed that our AI Variant Prioritizer has the highest accuracy at ranks 1, 5, 10, and 20. It also shows that AI Variant Prioritizer presents better performance than other tools. After adopting the Human Phenotype Ontology (HPO) terms by looking up the databases, the top 10 ranking list can be increased to 93.5% (101/108).

Conclusions: We successfully applied sequencing data from WES and free-text phenotypic information of patient’s disease automatically extracted by the keyword extraction tool for model training and testing. By interpreting our model, we identified which features of variants are important. Besides, we achieved a satisfactory result on finding the target variant in our testing data set. After adopting the HPO terms by looking up the databases, the top 10 ranking list can be increased to 93.5% (101/108).
The performance of the model is similar to that of manual analysis, and it has been used to help National Taiwan University Hospital with a genetic diagnosis.
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**Introduction**

**Background**

Modern next-generation sequencing (NGS) technology makes rapid human genome sequencing within a day possible [1,2]. Because of its speed and low cost in comparison with the traditional Sanger sequencing method [3], NGS is being rapidly introduced into clinical and public health laboratory practice, especially for the diagnosis of hereditary disorders.

Although NGS has extremely high throughput and could generate huge amounts of genomic data in a short time, interpreting these data and finding the disease-causing candidates among thousands of variants remain a challenge. To determine the true causal variants of a patient with genetic disease, physicians often need to view numerous features on every variant manually and search for literature in different databases to understand the effect of a genetic variation. Another challenge is in finding the genetic variants that have a strong correlation with patient’s phenotype. Physicians often select useful keywords from patient’s electronic medical records (EMRs) manually to search for articles in several genetic databases such as Online Mendelian Inheritance in Man (OMIM) [4] and GeneReviews [5] to decide whether a variant is correlated with a genetic disease. It is thus a burden for physicians to go through these laborious and time-consuming processes case-by-case, especially when the number of inherited disease-associated germline mutations published per year has increased exponentially in the last decade [6].

Nowadays, many studies use machine learning methods to solve numerous problems in genomics and genetics. The field of machine learning promises to enable computers to assist humans in making sense of large, complex data sets. After variant annotation, there is a variant list with hundreds of columns that humans are not capable of interpreting one-by-one. As machine learning significantly surpasses human-level performance, especially with structured data, we consider using a machine learning method to analyze variants from NGS and find the target gene.

To address these problems, it is important and necessary to have a high-performance method to filter candidate variants from NGS results and immediately find target variants related to a patient’s disease. Recently, many tools such as Exomiser [7], DeepPVP [8], Xrare [9], VarSight [10], Phenolyzer [11], Fabric GEM [12], MOON [2], CADD [13], and MetaSVM [14] have been developed to identify potentially causative variants that are relevant to patient’s phenotype in rare disease diagnosis. Exomiser integrates information including calculated gene-specific phenotype score, variant allele frequency (Multimedia Appendix 1), and predicted pathogenicity of several alleles to prioritize disease-causative variants/interactions. Fabric GEM utilizes Bayes factor to prioritize variants with the support of a gene-phenotype score calculated by Phevor [15] and variant prioritization result of several tools including ANNOVAR, VAAST, and Phen-Gen. MOON integrates the result of annotation of several variants and prioritization tools to achieve variant prioritization using several kinds of machine learning models. Gene-phenotype scores calculated by Phevor using Human Phenotype Ontology (HPO) terms extracted from electronic health records (EHRs) of patients are also considered by MOON. CADD utilizes logistic regression to integrate information including context of surrounding sequence, biological constraints, epigenetic measurements, and result of several variant annotation tools to build a predictive model for variant deleteriousness. MetaSVM [14] gathers result of 9 deleteriousness prediction scores including PolyPhen-2 [16], SIFT [17], MutationTaster [18] to build a support vector machine (SVM) deleteriousness predictive model. Although these tools adopt different approaches, including logistic regression and deep neural networks, to prioritize variants, most can only recognize the phenotypes defined in the HPO term [19]. In this work, we developed the AI Variant Prioritizer module based on a machine learning approach that can output the rank of single-nucleotide variants (SNVs) and small insertions/deletions (indels) from whole-exome sequencing (WES) data with the input of free-text phenotypic description or EHR.

In this research, we aimed to implement a website, AI Variant Prioritizer, that uses data from NGS bioinformatics pipelines with machine learning to make a prediction about the most possible disease-causing variants among SNVs and patient’s phenotype. The data generated from NGS pipelines are all structured with annotations from several tools including ANNOVAR, Nirvana, Variant Effect Predictor (VEP), and InterVar and additional information from multiple databases queried by MViewer (Mutation Viewer) [20]. To simplify the interpretation process, we integrate the keyword extraction tool to generate the phenotype from EMRs automatically. Our system takes candidate variants filtered by MViewer and patient’s EMRs as its input and outputs a list of SNVs with rank and probability of being disease causing. Instead of checking every variant manually, this system can assist researchers and physicians in focusing on those with higher disease-causing probability and save a lot of time. Moreover, we implement a web application programming interface (API) for our system so that the ranking function could be integrated into MViewer. Thus, physicians are able to interpret the results of genetic variation with a single application instead of adopting numerous services.
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Data Description
In our research, we focus on patients who have been diagnosed with rare Mendelian diseases. Our data are collected mainly from the rapid exome project of Department of Medical Genetics, National Taiwan University Hospital (NTUH). To build the model with more data, we also applied for several WES data that are deposited in the dbGaP database (project ID 20911). The data we use are the dbGaP accession phs000711.v5.p1 by Baylor Hopkins Center for Mendelian Genomics.

The conditions under which we collect patients’ sequencing data to meet the requirements of this research are as follows:

- Patients who were diagnosed with genetic disorders.
- Patients who received WES or targeted panel sequencing and diagnosed with at least one disease-causing variant.
- Patients whose phenotype information is available.

Our data from NTUH include patient demographics, variant call format (VCF) file output by the NGS bioinformatics pipeline, and phenotype information from electrical medical records. Data from dbGaP also include patient demographics, VCF file, and clinical conditions. All data are deidentified and will not invade patients’ privacy. We include sex in patient demographic information as a feature in our model because some human genetic disorders are sex linked. Sex-linked diseases are caused by mutations in genes on X or Y chromosomes and passed down through families.

Variant Call Format File
As the end product of the NGS bioinformatics pipeline, the VCF is a generic format for storing DNA polymorphism data such as SNPs, insertions, deletions, and structural variants. The format was developed for the 1000 Genomes Project and has also been widely adopted by other projects. Every VCF file consists of 2 two parts: header section and data section. The header contains metadata about the tags and annotations in the data part. It can be also used to provide information related to the history of the data and file. The last line in the header contains the column headings for the data part. The data section is tab separated into 9 columns and reports a mutation for each row. Columns include CHROM, POS, ID, REF, ALT, QUAL, FILTER, INFO, and FORMAT.

Phenotype Information
For the data from NTUH, we extract patient’s phenotypic information from clinicians’ history summary. It mainly records a brief summary of patient’s illness, clinical diagnosis, and the reason(s) why each patient was admitted. We also collect the phenotype keywords provided by doctors based on the symptom of each patient for model validation. For the data from dbGaP, because EHRs are not available, we will use the clinical condition of the patient instead. For the clinical condition that can be found in OMIM databases, we will extract the corresponding description of phenotypes as the phenotypic information to be used in our research.

Methods
Workflow
Overview
Figure 1 shows the workflow of our research. We collected VCF of each patient from WES and panel sequencing and then annotated the variants using several tools. After variant annotation, we used our in-house software (MViewer [20]) to query additional external databases and filter for candidate variants. We then used the gene name of these candidate variants and keywords extracted by keyword extraction tools from EMRs to query Variant Prioritizer [21]. The gene similarity scores generated by Variant Prioritizer and columns of annotated variants were used as features to train a machine learning model. This model ranks each variant that represents its disease-causing probability. We will demonstrate the details of each step in the following sections.
**Figure 1.** The workflow of research. EMR: electronic medical record; indel: insertion/deletion; MViewer: Mutation Viewer; SNV: single-nucleotide variant; VCF: variant call format.

**Variant Annotation**

We collected each patient’s NGS sequencing data in the VCF file and got annotations from several tools, including ANNOVAR [22], VEP [23], Nirvana [24], and InterVar [25]. For additional information that the aforementioned tools will not provide, we used software to import some public data sources, including ClinVar [26], Human Genome Mutation Database (HGMD) [27], and Taiwan Biobank [28]. A detailed description of these annotation fields is summarized in Textbox 1.
**Textbox 1. Description of annotation fields.**

### Allele Frequency
This describes the fraction of gene copies of a particular allele in a defined population. Allele frequency is calculated by dividing the number of copies of a particular allele in a population by the total number of all alleles for that gene in a population. It refers to how common an allele is in a population.

### Functional Prediction Score
A range of scoring algorithms with capability to predict the potential deleteriousness of variants based on different information in them, such as their sequence homology, protein structure, and evolutionary conservation. These scoring methods include function prediction scores, conservation scores, and ensemble scores.

### Pathogenicity
Clinical significance variants reported in 2 public databases, ClinVar and Human Gene Mutation Database (HGMD), that store information on gene mutation(s) related to human-inherited disease. Both classify variants as disease causing or disease associated by manual curation.

### Clinical Interpretation
The American College of Medical Genetics and Genomics (ACMG) and the Association for Molecular Pathology (AMP) published standards and guidelines for the clinical interpretation of sequence variants with respect to human diseases on the basis of 28 criteria [29]. These criteria are as follows: the criteria (16 overall) for classifying variants as pathogenic or likely pathogenic are very strong (PVS1), strong (PS1-PS4), moderate (PM1-PM6), or supporting (PP1-PP5), whereas the criteria (12 overall) for classifying variants as benign or likely benign are standalone (BA1), strong (BS1-BS4), or supporting (BP1-BP7).

### Gene-Level Constraint
Constraint on gene expression levels has been shown to influence patterns of genetic variation within humans [30]. For example, some genes are unusually depleted for loss of function and are thought to be constraint with respect to their expression. The Genome Aggregation Database (gnomAD) provides predicted constraint metrics track set that contains metrics of pathogenicity per gene as predicted and identifies genes subject to strong selection against various classes of mutation. These include several subtracks of constraint metrics calculated at gene, transcript, and transcript region levels.

### Disease Inheritance
Patterns of inheritance that a trait or disorder associated with a variant can be passed down through families, such as autosomal dominant, autosomal recessive, X-linked, and mitochondrial inheritance. We used the patterns defined in OMIM (Online Mendelian Inheritance in Man) as our data.

### Others
Additional information about genetic variants such as the gene name, genotype, and the functional consequence on the different transcripts for a gene or in proximal regulatory regions.

### Variant Filtering
There are on average 40,000 variants per proband in WES data. However, most of them are benign and not related to the symptoms. Only a small number of these variants are likely to be deleterious or relevant to the patient’s disease. In a standard clinical analysis process, physicians only focus on variants that might be pathogenic or unknown. As our model aims to assist researchers and physicians with their clinical exome reading, reducing the number of variants and focusing on the variants that are more likely to be responsible for the disease are necessary.

For the purpose of generating candidate variants, we used the filter provided by MViewer to remove the variants that are not likely to be deleterious. The filters and criteria are listed in Table 1. For filters that contain more than 1 column, if a variant meets any of their criterion, it will remain in the data. We got approximately 700 SNVs per patient after variant filtering.
## Phenotype Extraction

### Overview

The phenotype information used in this research is from clinicians' history summary. The records were all free text and the length of texts varied from less than 10 to more than 300 words. In the clinical analysis process, it is time consuming for physicians to go through the medical records and identify the phenotype keywords manually. To solve this problem, we used several keyword extraction tools to automatically generate keywords related to phenotype from free-text medical records. The keyword extraction tools applied in our research are listed in the following sections.

### MetaMap

MetaMap [31] is a widely used application providing access to the concepts in the Unified Medical Language System (UMLS) Metathesaurus [32]. The UMLS Metathesaurus is a compilation of names, relationships, and associated information from a variety of biomedical naming systems representing different views of biomedical practice or research. It comprises over 1 million biomedical concepts and 5 million concept names [33]. MetaMap is able to map every word in the texts to UMLS concepts, but we just wanted to focus on those associated with phenotypes and diseases. Thus, we extracted the words that are classified as the semantic types of the following: (1) injury or poisoning, (2) cell or molecular dysfunction, (3) genetic function, (4) disease or syndrome, (5) sign or symptom, (6) tissue.

### Doc2Hpo

Doc2Hpo [34] is a web application using natural language processing (NLP) techniques to parse clinical note and get the phenotype concept curation as the HPO term. There is a parsing engine that will automatically recognize the phenotype concepts from the input. Doc2Hpo applies an algorithm called NegBio

---

### Table 1. Filter criteria.

<table>
<thead>
<tr>
<th>Filter</th>
<th>Criteria</th>
<th>Column</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max allele frequency</td>
<td>Max Allele Frequency</td>
<td>≤0.01 (include no data)</td>
<td></td>
</tr>
<tr>
<td>Nonsynonymous missense mutation</td>
<td>“nonsynonymous”</td>
<td>ExonicFunc.refgene</td>
<td></td>
</tr>
<tr>
<td>Stop gain</td>
<td>“stop_gained”</td>
<td>ExonicFunc.refgene</td>
<td></td>
</tr>
<tr>
<td>Splice</td>
<td>“splice_region_variant”</td>
<td>ExonicFunc.refgene “stopgain”</td>
<td></td>
</tr>
<tr>
<td>Frameshift</td>
<td>“frameshift_variant”</td>
<td>ExonicFunc.refgene</td>
<td></td>
</tr>
<tr>
<td>Initial codon</td>
<td>“start_lost”</td>
<td>ExonicFunc.refgene</td>
<td></td>
</tr>
<tr>
<td>Deletion</td>
<td>“deletion”</td>
<td>ExonicFunc.refgene</td>
<td></td>
</tr>
<tr>
<td>Insertion</td>
<td>“insertion”</td>
<td>ExonicFunc.refgene</td>
<td></td>
</tr>
<tr>
<td>Inframe deletion</td>
<td>“inframe_deletion”</td>
<td>ExonicFunc.refgene</td>
<td></td>
</tr>
<tr>
<td>Exon/splice site</td>
<td>“exonic”</td>
<td>ExonicFunc.refgene</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“splicing”</td>
<td>ExonicFunc.refgene</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“coding_sequence_variant”</td>
<td>ExonicFunc.refgene</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“frameshift_variant”</td>
<td>ExonicFunc.refgene “feature_truncation”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“inframe_deletion”</td>
<td>ExonicFunc.refgene “inframe_deletion”</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“nonframeshift deletion”</td>
<td>ExonicFunc.refgene</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“incomplete_terminal_codon_variant”</td>
<td>ExonicFunc.refgene</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“inframe_insertion”</td>
<td>ExonicFunc.refgene</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“missense_variant”</td>
<td>ExonicFunc.refgene</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“splice_acceptor_variant”</td>
<td>ExonicFunc.refgene</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“splice_donor_variant”</td>
<td>ExonicFunc.refgene</td>
<td></td>
</tr>
<tr>
<td></td>
<td>“splice_region_variant”</td>
<td>ExonicFunc.refgene</td>
<td></td>
</tr>
</tbody>
</table>
for negation detection in the input data. After that, there are several NLP engines responsible for HPO concept extraction. We used 3 of these engines and compared the performance of each of them. The first NLP engine is a string-based method that leverages the algorithm for concept extraction. The second engine is the online NCBO Annotator [35] API for HPO concept recognition. The last engine we adopt is MetaMap Lite, which is a fast version of MetaMap that provides near–real-time named entity recognition. The MetaMap Lite engine first identifies clinical terms in the texts and maps them to standard UMLS concepts. The UMLS concepts will then be further mapped to HPO concepts. Results generated by Doc2Hpo are HPO terms, whereas keywords extracted by MetaMap are non-HPO terms.

**Phenotype-Gene Similarity Score**

Another method to construct the connections between genes and keywords is using the Okapi BM25 ranking function. Okapi BM25 is usually used by search engines, such as Google and Bing, to rank matching documents according to their relevance to a given search. One of the most prominent instantiations of the function is as the following equation:

\[
\text{IDF}(qi) = \ln \left( \frac{N}{n(qi) + 0.5} \right) + 0.5
\]

where \(\text{IDF}(qi)\) is the frequency of the word in the property queried within an article; \(qf\) is the frequency of the term in the query; and \(k_1, b, k_3\) are constants (=1.2, 0.75, and 8.0, respectively); and \(\text{IDF}(q)\) is the inverse document frequency (IDF) weight of the query term \(qi\) and is usually defined as:

\[
\text{IDF}(q) = \ln \left( \frac{(N - n(qi) + 0.5)}{n(qi) + 0.5 + 1} \right)
\]

where \(N\) is the number of documents and \(n\) is the number containing the keywords.

In this research, we propose an idea using gene description from OMIM and GeneReviews as documents and keywords as query to implement the Okapi BM25 ranking function. Therefore, we can use the Okapi BM25 score to represent the relationship between gene description and keywords. The higher score that gene description gets from keywords indicates stronger connection between that gene and keywords. Rank values were based on the Okapi BM25 ranking function mentioned before with some other parameters. Compared with the Okapi BM25 regular formula, rank value replaces the IDF function with Robertson-Spärck-Jones weight [36]. The IDF function is a measure of how much information the word provides, that is, whether the word is common or rare across all documents. For example, the term “the” is very common in every document, so term frequency will be inclined to falsely highlight the documents that happen to use the word “the” more frequently. Hence, the IDF function is dedicated to reducing the weight of words that appear very frequently among all documents. In contrast to the regular IDF function, the Robertson-Spärck-Jones weight adds relevant parameters of documents and increases the precision of rank score.

We get the phenotype-gene similarity score of each SNV from Variant Prioritizer, a text mining tool that outputs the rank and score of genes by entering symptoms as keywords. Variant Prioritizer uses the Okapi BM25 ranking function [37] to construct the connections between genes and keywords. Gene descriptions from OMIM, GeneReviews, Entrez Gene [38], and PubTator [39] serve as data sources and keywords as query to implement the Okapi BM25 score using the full-text search method. It returns a column called RANK that includes ordinal value from 0 to 1000. The RANK score is based on the following formula:

\[
K = k_1[1 - b] + b(dl/avgdl)]
\]

where \(dl\) is the property length, in word occurrence; \(avgdl\) is the average length of the property being queried, in word occurrence; and \(k_1, b, k_3\) are constants (=1.2, 0.75, and 8.0, respectively).

We employed the Variant Prioritizer API to get the RANK value from each data source as gene similarity score to represent the association between each SNVs and extracted keywords. We kept the maximum and minimum scores of rank values (4 overall) as 2 separate features for model building.

**Ethical Considerations**

This retrospective cohort study was approved by the Institutional Review Board (IRB) of the National Taiwan University Hospital (IRB number: 201710066RINB). We confirm that all experiments were performed in accordance with relevant guidelines and regulations. The data retrieved from EHRs were deidentified and could not be linked to the patients’ identity by the research team. The need for written informed consent was waived and confirmed by the National Taiwan University Hospital IRB (201710066RINB) because this was a retrospective cohort study with deidentified data. This regulation complies to Health Insurance Portability and Accountability Act (HIPAA) that there are no restrictions on the use or disclosure of deidentified health information.

**Data Preprocessing**

**Overview of Steps**

After variant annotation of the VCF file, we preprocessed our data into a model-acceptable format. Data preprocessing is an extremely important step in machine learning because the quality of data can directly affect the ability of a model to learn. It includes various operations and each operation aims to help machine learning build better predictive models. The data preprocessing operations used in this research are explained in the following sections.
**Missing Value Handling**

In real world, the data usually have missing values. As For example, in the genotype variable most machine learning methods cannot deal with null value, it is pivotal to identify and correctly handle the missing values. Basically, the missing values can be handled using various techniques such as deletion or imputation [40]. Deletion removes all data for an observation that has 1 or more missing values. However, if there are many columns with missing values, then deletion will result in the lack of data. Therefore, for some columns we used imputation by substituting the missing values in our data set with mean and for some columns we just simply replaced the missing value with a valid value such as 0.

**One Hot Encoding**

Many machine learning algorithms cannot operate on categorical data directly. They require all input features to be numeric. Basically, categorical data contain label values rather than numeric values. As a consequence, categorical data must be converted into a numerical form so that they can be used in the machine learning model. One hot encoding is a widespread approach for dealing with categorical data. One hot encoding transforms a categorical column to a multidimensional vector. It creates new columns, indicating the presence of each possible value from the original data.

For example, in the genotype variable, there are 3 categories: homozygous (hom), heterozygous (het), and hemizygous (hem). Therefore, 3 binary variables [hom, het, hem] are needed. If genotype of a variant is heterozygous, we use [0,1,0] to represent it.

**Data Normalization**

For continuous data, there are a few with different ranges. If we apply features in very different ranges to some machine learning models such as logistic regression, the feature with a broader range will intrinsically influence the result more owing to its larger value. However, this does not necessarily mean that this feature is more important as a predictor. Therefore, we used normalization techniques as a solution to overcome this problem. Normalization is the rescaling of the data from the original range so that all values are within the range of 0 and 1. We rescale all continuous values by min-max normalization. The general formula is as follows:

\[
X_{\text{norm}} = \frac{(X - X_{\text{min}})}{(X_{\text{max}} - X_{\text{min}})}
\]

where \(X\) is the original value and \(X_{\text{norm}}\) is the normalized value. This will make the maximal value map to 1 and the minimal value map to 0. In addition to the aforesaid data preprocessing techniques, we handled different data types in different ways and created some new features for model building. In the following sections, we elaborate on each data type preprocessing and combine them in the end.

**Functional Prediction Score**

Functional prediction scores including SIFT [17], PolyPhen2 [16], PolyPhen2 HVAR [16], LRT [41], MutationTaster [18], MutationAssessor [42], FATHMM [43], PROVEAN [44], MetaSVM [14], MetaLR [14], M-CAP [45], CADD [13], GERP++ [46], DANN [47], fathmm-MKL [48], GenoCanyon [49], fitCons [50], PhyloP [51], PhastCons [52], and SiPhy [53] were from ANNOVAR. We used converted rank scores provided by ANNOVAR instead of the original score because all these scores are always within the range of 0 and 1. Besides, converted rank scores from different algorithms are monotonic in the same direction. That is, a higher score indicates that the variant is more likely to be damaging [54]. For splice site prediction, we imported the MaxEntScan score using the VEP plugin. We defined a new column called MaxEntScan significance. The value is 1 when the value of MaxEntScan alt is smaller than 3 and MaxEntScan variation is smaller than 30%; otherwise the value is 0. We used clinical significance reported in ClinVar and computed rank score from the HGMD. The HGMD computed score is a probability of pathogenicity between 0 and 1, with 1 being most likely disease causing compared with other HGMD entries.

**Clinical Interpretation**

We employed clinical interpretation of each genetic variant based on the American College of Medical Genetics and Genomics/Association for Molecular Pathology (ACMG/AMP) 2015 guideline, which is generated by InterVar. We calculated the ACMG score developed by Xrare to represent its overall pathogenicity. The ACMG score is a weighted sum score based on multiple evidence (n=14) with the following weights for each term: PVS1:6, PS1:4, PM1:2, PM2:2, PM4:2, PM5:2, PP2:1, PP3:1, BA1:9, BS1:3, BS2:3, BP3:1, BP4:1, BP7:2 [9]. We collected gene-level constraint features including pLI, pRec, syn_z, and mis_z from the Genome Aggregation Database (gnomAD). We used the patterns of inheritance defined in OMIM as our data. For variants that contain multiple patterns, we calculated the occurrences of each pattern and stored it as a feature. We also get some additional information about each variant from ANNOVAR such as genotype, regions that a variant hits, and read depths. The quality of each variant is also collected from the VCF file. As the genotype annotated by ANNOVAR does not contain hemizygous alleles, we replaced the genotype feature of all male patients’ chromosome X with hemizygous alleles. In addition, we collected functional consequence on the different transcripts for a gene or in proximal regulatory regions using Nirvana.

**Labels**

The goal of our research was to identify the disease-causing variants with SNVs (ie, we classify a variant as disease causing or not). As machine learning algorithms learn how to assign a class label to a test case from examples, it is necessary to assign a class label to all input training sets. We used the 0/1 label to represent whether a variant is disease causing or not. If a variant is causative, we assigned label 1 to it; otherwise the label is 0. Details about all the features used in our model are presented in Multimedia Appendix 2.

**Feature Selection**

After data preprocessing, we got 94 features for each variant. To reduce the high dimension of the input data set while retaining the discriminatory information for classification problems, we applied univariate feature selection techniques from scikit-learn [55] packages to identify the relevant variables.
in a data set and eliminate the useless variables. Feature selection helps to reduce the noise in the data set and lets the model focus on the relevant signals.

There are several scoring functions provided by scikit-learn univariate feature selection modules. We used mutual information classifier to select the most relevant variables. Mutual information between 2 random variables is a nonnegative value, which measures the general dependence of variables without making any assumptions about the nature of their underlying relationships [57]. The mutual information between 2 discrete random variables X and Y is defined as follows:

$$I(X;Y) = \sum_{x,y} p(x,y) \log \frac{p(x,y)}{p(x)p(y)}$$

where \( p(x,y) \) is the joint probability density function of X and Y, and \( p(x) \) and \( p(y) \) are the marginal density function. The mutual information determines the similarity between the joint distribution \( p(x,y) \) and the products of the factored marginal distributions. The larger the value means the greater the relationship between the 2 variables. The calculated value is equal to 0 if and only if the 2 variables are independent.

We performed the feature selection process using only the training set to determine the relevant variable. Further, the number of features we selected is based on model evaluation with 10fold cross validation.

**Building Model**

To construct a model by machine learning algorithm, we split the data into 2 groups. As our model aims to assist physicians with their clinical exome data interpretation process, the exome data from the dbGaP database and the targeted gene panel sequencing data from NTUH were set as training set, and the WES data from NTUH were set as testing data, which can only be used on model evaluation. The external validation set consisted of 90 most recent NTUH WES data, which help to make sure that our model can make predictions in future clinical use. Details about the training and testing sets are listed in Table 2.

To build the machine learning model, we implemented the random forests algorithm [58] provided by scikitlearn packages. The selection of hyperparameters is based on a grid search with 10fold cross validation. Random forest was first proposed by Leo Breiman in 2001 [58]. It is an ensemble classifier that evolves from decision trees. Actually, random forests are a combination of decision trees such that each tree depends on the values of a random vector sampled independently, with the same distribution for all trees in the forest [59]. A forest of trees is grown as follows:

- The training set is a bootstrap sample from the original training set.
- The number of trees to build and the number of variables randomly sampled as candidates at each split m-try are set by the user, where m-try is less than the total number of variables.
- At each node, m-try variables are selected at random, and the node is split on the best split point among m-try. This process iterates until the tree grows to its maximal depth.
- For test case prediction, as a test vector \( x \) is put down at each tree, it is assigned the average of \( y \) values at the node it stops at. The average of these overall trees in the forest is the predicted value for \( x \). The predicted value for classification is the class getting the plurality of the forest votes.

The function we used to measure the quality of a split is Gini impurity. Gini impurity is the probability of incorrectly classifying a randomly chosen element in the data set if it were randomly labeled according to the class distribution in the data set [60]. In decision tree learning it is defined as:

$$I_C(p) = \sum_{i=1}^{c} \left( \frac{p(i)}{p} \right)^2$$

where \( c \) is the number of classes and \( p(i) \) is the probability of randomly picking an object of class \( i \) at node \( t \). The optimal split from a root node when training a decision tree is chosen by maximizing the Gini gain, which is calculated by subtracting the weighted impurities of the branches from the original impurity.

**Table 2.** The training, testing, and external validation sets used in this study.

<table>
<thead>
<tr>
<th>Data</th>
<th>Source</th>
<th>Testing set</th>
<th>External validation set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dbGaP&lt;sup&gt;a&lt;/sup&gt;, NTUH&lt;sup&gt;b&lt;/sup&gt; panel</td>
<td>NTUH WES&lt;sup&gt;c&lt;/sup&gt;</td>
<td>New NTUH WES</td>
</tr>
<tr>
<td>Patients, n</td>
<td>381</td>
<td>108</td>
<td>90</td>
</tr>
<tr>
<td>Filtered variants, n</td>
<td>125,693</td>
<td>80,083</td>
<td>109,857</td>
</tr>
<tr>
<td>Causative variants, n</td>
<td>478</td>
<td>134</td>
<td>100</td>
</tr>
</tbody>
</table>

<sup>a</sup>dbGaP: Database of Genotypes and Phenotypes.  
<sup>b</sup>NTUH: National Taiwan University Hospital.  
<sup>c</sup>WES: whole-exome sequencing.

**Performance Evaluation**

To evaluate our model performance of true causative variant prioritization, we used the ranking statistics mentioned in VarSight. After we applied the binary classification process to all variants, we got a probability for each variant that represents the probability of this variant to be disease causing. We ranked the variants for each patient from the highest to lowest probability and quantified the percentage of the target variants that were ranked in the top 1, 5, 10, 20.
Results

Feature Selection
For the feature selection, we used univariate feature selection based on the SelectPercentile method in scikit-learn package. The classifier we chose is the mutual information classifier. Only the training set was used for selecting the most relevant features. Further, we applied 10fold cross validation to decide the number of features for model training. In Figure 2, we present the top 10 accuracy on 10fold cross validation using different percentages of features. As using 60% of features achieves the highest accuracy, 56 features (60% of total 94 features) with the highest estimated mutual information were selected for the final model building.

Figure 2. The top 10 accuracy on 10-fold cross validation using different percentage of features.

Model Performance
We evaluated the model with our testing set. As mentioned in Table 2, the testing set comprised 108 patients who received WES with at least one disease-causing variant diagnosed by doctors. Multimedia Appendix 3 presents detailed information about their causative variants, keywords, and the corresponding HPO term. The keywords and HPO term are determined by doctors based on the phenotype of each patient.

Prediction With Different Keyword Extraction Tools
Figure 3 shows the percentage distribution of the ranking of target variants and Figure 4 shows the cumulative rank result of models using different keyword extraction tools. When using tools to extract phenotypes from abstracts, our model can assign the target variants to the top rank for over 40% (60/134, 44.8%) of the total variants. The top 10 accuracies of models are around 90% (124/134, 92.5%), irrespective of the keyword extraction tool used. Compared with the keywords provided by professional doctors, applying tools to extract keywords had lower top 1 accuracy but comparable top 10 accuracy. This indicated that in most cases our model can successfully rank the true causative variants in the front of the variant lists and the rank is slightly influenced by the input keywords.

We built a random forest model based on the method described in the previous section and evaluated it with our testing set based on different keyword extraction tools. We succeeded in locating 92.5% (124/134) of the causative variant in the top 10 ranking list among an average of 741 candidate variants per person after filtering. The performance of the model is similar to that of manual analysis, and it has been used to help National Taiwan University Hospital with a genetic diagnosis.

Figures 3 and 4 show the percentage distribution of the ranking of target variants and the cumulative rank result of models using different keyword extraction tools, respectively. When using tools to extract phenotypes from abstracts, our model can assign the target variants to the top rank for over 40% (60/134, 44.8%) of the total variants. The top 10 accuracies of models are around 90% (124/134, 92.5%), irrespective of the keyword extraction tool used. Compared with the keywords provided by professional doctors, applying tools to extract keywords has lower top 1 accuracy but comparable top 10 accuracy. It represents that in most cases our model can successfully rank the true causative variants in the front of the variant lists and the rank is slightly influenced by the input keywords.
Other Machine Learning Methods

We also evaluated other machine learning methods and compared their performance with random forest. These methods include logistic regression, Gaussian naive Bayes, SVM with RBF kernel, and gradient boosted decision trees. The selection of hyperparameters for each algorithm was based on grid search with 10-fold cross validation. We used MetaMap as the keyword extraction tool and our testing data to test the performance of each method. The percentage distribution of the ranking of target variants by each machine learning method and the cumulative rank result of each model are shown in Figures 5 and 6, respectively. As random forest got the highest top 10 accuracy, we finally chose random forest as our machine learning algorithm.
**Discussion**

**Principal Findings**

We have implemented a website, AI Variant Prioritizer, which uses data from NGS bioinformatics pipelines with machine learning to make a prediction about most possible disease-causing variants among SNVs and patient’s phenotype data. This system can assist researchers and physicians by focusing on those with higher disease-causing probability and reducing the average turnaround time (by 1 day) of the entire WES pipeline, from DNA extraction to clinical diagnosis.
Moreover, we have implemented a web API for our system so that the ranking function could be integrated into MViewer. Thus, physicians can interpret the results of genetic variation with a single application instead of adopting numerous services.

For comparison, we used our testing data to run several prioritization tools including AMELIE [61], VarElect [62], Exomiser, Phenolyzer, and Variant Prioritizer. As AMELIE and Exomiser can only accept phenotypes defined in HPO terms, we entered HPO terms determined by doctors as their input. Phenolyzer can identify both disease terms and HPO terms. However, if the terms do not match in their databases, it will not return any record. Hence, we also used HPO terms as input for Phenolyzer. VarElect, Variant Prioritizer, and our model can identify free-text descriptions. Therefore, we imputed the keywords provided by doctors as input for testing. AMELIE, VarElect, and Variant Prioritizer only prioritize the gene list instead of the variant list. Hence, we evaluated the result for gene-based prioritization instead of variant-based prioritization. That is, for each patient, if the tools prioritize target gene in the top 1, 5, 10, 20, 50, and 100 of our filtered gene lists, this patient will be counted. All the tools use the default settings provided in their websites to run.

Figures 7 and 8 show the percentage and cumulative percentage distribution of the target gene ranking for each tool, respectively. From Figure 8, we can see that AI Variant Prioritizer is able to assign the target gene to the top rank for 61.1% (66/108) of the patients, followed by Variant Prioritizer (48/108, 44.4%). It also shows the cumulative rank result, which reveals that our AI Variant Prioritizer has the highest accuracy at ranks 1, 5, 10, and 20. Further, AI Variant Prioritizer shows better performance than other tools. After adopting the HPO terms by looking up the databases, the top 10 ranking list can be increased to 93.5% (101/108).

In comparison with extraction of phenotypic features from SNOMED through manual mapping of HPO terms to SNOMED Clinical Terms (SNOMED CT) [63], our automation approach explores various phenotypic feature extraction tools and focuses on rare disease interpretation. We have also looked into several AI-driven variant prioritization approaches published in the last 3 years, including Fabric GEM [12], MOON [2], and Exomiser. There are several differences between our approach and each of these approaches, including the algorithms used to build the prioritization model, the features considered, and databases integrated. However, the major difference of our approach from others is the method used to turn the relationships between genes and phenotypes into numerical values, which makes way for later prediction. Fabric GEM and MOON utilize Phevor [15] to turn phenotype-gene relationship into numerical values, whereas Exomiser uses PhenoDigm [64] to achieve this goal.

Both Phevor and PhenoDigm construct new methods that bridge HPO and other ontologies to discover more gene-disease associations. Phevor gathers all correlation of diseases and genes provided by HPO and Gene Ontology (GO) and constructs several networks (graphs) and distributes decreasing weights along the paths found. The sum of weights on the specific gene node represents the correlation score of the gene with the corresponding HPO term. PhenoDigm utilizes OWLSim [65] to calculate the similarity among different phenotypes in different ontologies and uses similarity to estimate the magnitude of correlation of given HPO terms and different genes. By contrast, Variant Prioritizer used in our approach extracts the phenotype-gene relationship from a different kind of knowledge source: free text of database. We make a simple comparison of these approaches in Tables 3 and 4.

Figures 7 and 8 show the percentage and cumulative percentage distribution of the target gene ranking for each tool, respectively. From Figure 8, we can see that AI Variant Prioritizer is able to assign the target gene to the top rank for 61.1% (66/108) of the patients, followed by Variant Prioritizer (48/108, 44.4%). It also shows the cumulative rank result, which reveals that our AI Variant Prioritizer has the highest accuracy at ranks 1, 5, 10, and 20. Further, AI Variant Prioritizer shows better performance than other tools. After adopting the HPO terms by looking up the databases, the top 10 ranking list can be increased to 93.5% (101/108).

In comparison with extraction of phenotypic features from SNOMED through manual mapping of HPO terms to SNOMED Clinical Terms (SNOMED CT) [63], our automation approach explores various phenotypic feature extraction tools and focuses on rare disease interpretation. We have also looked into several AI-driven variant prioritization approaches published in the last 3 years, including Fabric GEM [12], MOON [2], and Exomiser. There are several differences between our approach and each of these approaches, including the algorithms used to build the prioritization model, the features considered, and databases integrated. However, the major difference of our approach from others is the method used to turn the relationships between genes and phenotypes into numerical values, which makes way for later prediction. Fabric GEM and MOON utilize Phevor [15] to turn phenotype-gene relationship into numerical values, whereas Exomiser uses PhenoDigm [64] to achieve this goal.

Both Phevor and PhenoDigm construct new methods that bridge HPO and other ontologies to discover more gene-disease associations. Phevor gathers all correlation of diseases and genes provided by HPO and Gene Ontology (GO) and constructs several networks (graphs) and distributes decreasing weights along the paths found. The sum of weights on the specific gene node represents the correlation score of the gene with the corresponding HPO term. PhenoDigm utilizes OWLSim [65] to calculate the similarity among different phenotypes in different ontologies and uses similarity to estimate the magnitude of correlation of given HPO terms and different genes. By contrast, Variant Prioritizer used in our approach extracts the phenotype-gene relationship from a different kind of knowledge source: free text of database. We make a simple comparison of these approaches in Tables 3 and 4.
Figure 7. Percentage distribution of ranks. AI: artificial intelligence.

Figure 8. Cumulative percentage distribution of ranks. AI: artificial intelligence.
Table 3. The comparison among AI Variant Prioritizer, Fabric GEM, MOON, and Exomiser.

<table>
<thead>
<tr>
<th>Tool</th>
<th>AI Variant Prioritizer</th>
<th>Fabric GEM</th>
<th>MOON</th>
<th>Exomiser</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variant scoring algorithm</td>
<td>Random forest</td>
<td>Bayes factor</td>
<td>Decision trees, Bayesian models, neural networks</td>
<td>Rule based</td>
</tr>
<tr>
<td>Phenotype-gene score</td>
<td>Variant Prioritizer</td>
<td>Phevor</td>
<td>Phevor</td>
<td>PhenoDigm</td>
</tr>
<tr>
<td>Phenotype input format</td>
<td>Plain texts</td>
<td>HPOb terms</td>
<td>HPO terms extracted from electronic health record</td>
<td>HPO terms</td>
</tr>
</tbody>
</table>

aAI: artificial intelligence.
bHPO: Human Phenotype Ontology.

Table 4. The comparison among Variant Prioritizer, Phevor, and PhenoDigm.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Variant Prioritizer</th>
<th>Phevor</th>
<th>PhenoDigm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm</td>
<td>Okapi BM25</td>
<td>Graph algorithm</td>
<td>OWLSim</td>
</tr>
<tr>
<td>Phenotype input format</td>
<td>Plain texts</td>
<td>HPOb terms</td>
<td>HPO terms</td>
</tr>
<tr>
<td>Knowledge base</td>
<td>OMIMb, GeneReviews, Entrez Gene and PubTator</td>
<td>HPO and GOc</td>
<td>OMIM (HPO), Sanger-MGP [66], MGD [67], and ZFIN [68]</td>
</tr>
</tbody>
</table>

aHPO: Human Phenotype Ontology.  
bOMIM: Online Mendelian Inheritance in Man.  
cGO: Gene Ontology.

Feature Importance

For interpreting model predictions, we used the feature importance method provided by scikit-learn to identify which feature has the most predictive power. Figure 9 shows the top 20 important features. According to clinical experience, the connection between a variant and phenotype of a patient is a key factor that influences the physician to decide whether to report a variant or not. Similarly, from the figure we can see that the most important feature is the max bm25 score, which refers to the similarity score between the given variant and keywords. Another important factor that influences the reporting decision during clinical analysis is the severity of a variant. The corresponding feature we use is the ACMG score, which is in the second place of feature importance. By contrast, the result of feature importance might provide information for physicians or researchers about the features that they can consider when finding causative variant.
External Validation

We compared the cumulative percentage distribution of ranks from the testing set and the external validation set. The result is shown in Figures 10 and 11. Their percentage values are close to each other in different regions such as top 10 and top 5. The percentage of top 1 rank of the external validation set is even higher than that of the testing set. With this result, we believe that our approach has shown its potential for robust clinical usage.

Figure 10. Percentage distribution of ranks.
Limitations
The study has several potential limitations. First, we could not find massive data for training and testing. This not only restricts the amount of teaching material for the machine learning model, but also restricts available measurements to evaluate the trained model. Second, the gene-phenotype score used in this study did not have enough power to detect small or moderate associations because it relies on how frequently the gene-phenotype relationship is reported to the databases it utilizes. Finally, the study did not adjust for potential confounders, such as diet and physical activity. This could cause potential bias because the way in which genes are expressed can be impacted by lifestyle of patients.

Overall, this study could have potential bias resulting from the lack of sufficient data, lack of reported gene-phenotype relationship, and lack of observation of lifestyle. The impact from the first and the second can be reduced if there are more data and reports available in the future. On the other side, the influence of lifestyle and environment remains an issue that needs more dedicated studies.

Conclusions
In this research, we proposed a machine learning model, AI Variant Prioritizer, to predict whether a variant is disease causing for patients with rare Mendelian disorder. We have successfully applied sequencing data from WES and free-text phenotypic information of patient’s disease automatically extracted by keyword extraction tools for model training and testing. By interpreting our model, we identified which features of variants are important. Besides, we achieved a satisfactory result on finding the target variant in our testing data set. After testing 108 patients’ WES data, we succeeded in 93.5% (n=101) of the cases to locate the causative variant in the top 10 ranking list among an average of 741 candidate variants per person after the filtering process. The performance of the model is similar to that of manual analysis by the physicians in the Department of Medical Genetics, NTUH, and it has been used to help NTUH with a genetic diagnosis.

As the physicians are very busy almost all the time in taking care of their patients, the search time spent for an accurate genetic diagnosis is extremely important. Our AI predicting model can provide the top 10 hit list with a high probability of 93.5% (101/108), thus helping them save weeks of time if they have to do it manually to search beyond the top 10 list very often.

It is not an easy work to fully interpret the causative variations of a genetic disease. As the precision of the keywords extracted by tools influence the performance of our model, for the future work, we will adopt some NLP techniques such as Bidirectional Encoder Representations from Transformers (BERT) to extract keywords more properly. In addition, the AI Variant Prioritizer model has been built to analyze SNVs and small indels from WES data, but we have not dealt with copy number variations (CNVs) yet. CNVs have been recognized as critical genetic variations, which are associated with both common and complex diseases, and thus have a large influence on several Mendelian and somatic genetic disorders. Therefore, we will collect data on CNVs and extend the capability of our system to annotate and filter CNVs. Furthermore, we will enlarge our data set by adding CNVs as our training data to enable the AI Variant Prioritizer model to predict any kind of causative genetic variations. Before implementation of AI Variant Prioritizer, the mean turnaround time of the entire WES pipeline, from DNA
extraction to clinical diagnosis, was 5.8 (SD 1.1) days using Variant Prioritizer. However, after implementation of AI Variant Prioritizer, the mean turnaround time was reduced to 4.8 (SD 1.2) days for rapid trio exome sequencing analysis in NTUH.
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Abstract

Background: Since the start of the COVID-19 pandemic, health policymakers globally have been attempting to predict an impending wave of COVID-19. India experienced a devastating second wave of COVID-19 in the late first week of May 2021. We retrospectively analyzed the viral genomic sequences and epidemiological data reflecting the emergence and spread of the second wave of COVID-19 in India to construct a prediction model.

Objective: We aimed to develop a bioinformatics tool that can predict an impending COVID-19 wave.

Methods: We analyzed the time series distribution of genomic sequence data for SARS-CoV-2 and correlated it with epidemiological data for new cases and deaths for the corresponding period of the second wave. In addition, we analyzed the phylodynamics of circulating SARS-CoV-2 variants in the Indian population during the study period.

Results: Our prediction analysis showed that the first signs of the arrival of the second wave could be seen by the end of January 2021, about 2 months before its peak in May 2021. By the end of March 2021, it was distinct. B.1.617 lineage variants powered the wave, most notably B.1.617.2 (Delta variant).

Conclusions: Based on the observations of this study, we propose that genomic surveillance of SARS-CoV-2 variants, complemented with epidemiological data, can be a promising tool to predict impending COVID-19 waves.

(KEYWORDS: COVID-19; epidemiology; genomic surveillance; second wave; SARS-CoV-2)

Introduction

The year 2019 had a SARS-CoV-2–driven wave of COVID worldwide that soon turned into a pandemic, and to date, this disease has killed about 65 million people [1]. Since the pandemic’s start, much policy talk has been about whether an impending COVID wave can be predicted [2]. Unfortunately, successful prediction of COVID waves has not yet been achieved. A prediction tool that can inform about an upcoming COVID wave well before time and reasonably accurately could minimize the enormous loss of life and other collateral damages. Multiple waves at a global scale driven by SARS-CoV-2 variants, primarily Alpha, Delta [3], and, most recently, Omicron [4], have followed since the first wave. The successive
SARS-CoV-2 variants showed increased transmissibility and virulence compared with the wild-type strain [3]; however, the latest Omicron variant has shown higher transmissibility and immune escape but lesser lethality compared with the Delta variant [4]. The Delta variant–driven wave was characterized by high speed of rising cases, increased oxygen demand, vaccine breakthrough [5], a highly increased proportion of severe cases, and high mortality [6].

More comprehensive coverage of COVID vaccines in the global population is helping to create an immunity barrier against the rise of a new wave. However, an increase in the immune escape potential of emerging variants causes a grave concern for vaccine breakthroughs and reinfections [3,4,7]. With the waning of immunity derived from vaccines and previous infections [8], the risk of the emergence of a more lethal variant capable of creating a global wave remains high and therefore demands continued surveillance [9].

The Delta variant–driven wave showed a rapid peak and fall to the baseline, making it ideal for prediction studies. The Delta strain was first reported from India [10]. Of note, India witnessed a devastating second COVID wave that began toward the end of February 2021 [11]. The unexpected arrival of the second COVID wave, accompanied by an exponential increase in infections, brought the country’s epidemic response system and health infrastructure to a standstill [11], and resulted in massive suffering and loss of life [12].

The Delta variant belongs to the SARS-CoV-2 lineage B.1.617, which appeared as a precursor. The first case of the B.1.617 variant was also reported from India as early as October 2020 [13]. The World Health Organization (WHO) recognized the B.1.617 lineage as a global variant of concern (VOC). The strain evolved into 3 more sublines, namely, B.1.617.1-3, of which B.1.617.1 (the Kappa variant) was declared a variant of interest (VOI) and B.1.617.2 was later declared a VOC by the WHO [14]. B.1.617 contained mutations in key spike protein regions involved in host interactions and the induction of neutralizing antibodies (S: L452R, E484Q, D614G, del681, and del1072) [15]. The sublineages contained lineage-defining spike mutations (L452R and D614G) as well as newly developed mutations as follows: B.1.617.1 (S: T95I, G142D, E154K, L452R, E484Q, D614G, P681R, and Q1071H); B.1.617.2 (S: T19R, G142D, 156del, 157del, R158G, L452R, T478K, D614G, P681R, D614G, P681R, and D950N); and B.1.617.3 (S: T19R, L452R, E484Q, D614G, and P681R) [16]. Contemporary studies suggested that B.1.617 lineage variants were more easily transmissible [13,17-21] and deadlier [18] than the B.1.1.7 lineage (Alpha variant), a globally dominant strain before the second wave [10]. Studies also showed a significant reduction in the neutralization of variants of the B.1.617 lineage by antibodies derived from natural infections and many currently used COVID-19 vaccines, and multiple monoclonal antibodies [18-21]. Notably, B.1.617.2 showed very high transmissibility and immunological escape [10,13,17,22].

Several studies worldwide have shown that predicting an impending COVID-19 wave is possible [23-28]. These studies used mathematical modeling of epidemiological data. Unfortunately, none of them could accurately anticipate a COVID-19 wave. The ability to predict an established wave from epidemiological data alone seems severely limited [12,29].

The analysis of SARS-CoV-2 genomic sequences has emerged as an efficient surveillance tool for understanding the emergence of new variants and their spread. Fortunately, millions of SARS-CoV-2 genomic sequences from regions worldwide are being made publicly available as a collaborative effort to contain the pandemic [30]. The easy availability of high-quality viral sequences with patient metadata has opened a new avenue for potential predictions of the COVID-19 pandemic [31]. However, viral genomic sequences alone may not be sufficient for efficient predictions, and their current uses for this purpose are constrained.

In this study, we propose an integrated approach using viral genome surveillance and epidemiological data for the prediction of an impending COVID-19 wave. We retrospectively analyzed viral genomic sequences and epidemiological data reflecting the emergence and spread of the second wave of COVID-19 in India to construct such a model.

**Methods**

**Study Design, Participants, and Data Sources**

We analyzed the time series (weekly and monthly) distributions of SARS-CoV-2 variants coupled with epidemiological data from December 1, 2020, to July 26, 2021 (34 weeks) for new cases and deaths from COVID-19 in India. Further, a phyldynamic analysis for individual variants was performed.

We downloaded SARS-CoV-2 genomic sequence data and epidemiological data from the EpiCoV database of the Global Initiative on Sharing All Influenza Data (GISAID) [32] and the Worldometer database [33], respectively. A total of 40,359 genomic sequences of SARS-CoV-2 were analyzed. The sequence for each SARS-CoV-2 variant was retrieved using an automated search function that entered lineage and sublineage information into the EpiCoV database. The total numbers of sequences per week and month for the variants and their relative proportions were calculated (in percentage). The data were tabulated, and each variant’s weekly and monthly distributions were compared to COVID-19 epidemiological data (new cases and deaths) and statistically analyzed. The genomic sequences of SARS-CoV-2 variants in each state and union territory were also examined to check deviations from overall patterns in data.

**Phylogenetics of SARS-CoV-2 Variants**

A phylogenetic analysis of the variants circulating in the Indian population during the study period was performed on GISAID sequences using the bioinformatics tool available at EpiCoV.

**Statistical Analysis**

XLSTAT (Addinsoft) was used to perform all statistical analyses. Descriptive statistics were calculated for each variable. Levene and Anderson tests were used to determine the homogeneity or normality of the data. In addition, a correlation matrix was constructed, and a linear regression analysis was performed between contrasting variables (R values = −1 to +1). Finally, the statistical significance level for each comparison was set at P<.05.
Ethical Considerations

Approval from the institutional ethics committee was not required as the data used in this study were retrieved from publicly available databases.

Results

Our retrospective analysis of the epidemiological data reflected that the second COVID-19 wave started rising by the end of February 2021 and peaked by the end of the first week of May 2021. Based on the distinct epidemiological trends observed (Multimedia Appendix 1), we divided the study period (December 1, 2020, to July 26, 2021; 34 weeks) into prepeak (weeks 1-23) and postpeak (weeks 24-34) periods. The weekly average of new cases and deaths showed a strong correlation in the study period ($R=0.98, P<.001$), signifying the high statistical validity of the data for further comparisons. Further, we analyzed the distribution of SARS-CoV-2 variants circulating in the Indian population in correlation with new cases and deaths before and after the peak. For description, based on epidemiological trends, the prepeak period was further divided into the following 3 time series intervals: “very early” (weeks 1-8), “early” (weeks 9-16), and “near peak” (weeks 17-23). New cases and deaths showed a downward trend in the “very early” period and maintained a plateau in the “early” period (except toward the end when cases and deaths started increasing, indicating the start of the second wave). In the “near peak” period, a steep rise in new cases and deaths was observed (Figure 1).

The rise and fall of circulating SARS-CoV-2 variants were studied against the observed epidemiological data trends in the respective time series intervals. Observing the composite data trends of epidemiological and SARS-CoV-2 genomic data provides a glimpse of the formation of the second COVID-19 wave, with clear indications of which SARS-CoV-2 strains may have driven it (Figures 1 and 2). By December 2020, 8 SARS-CoV-2 Pango lineages and their multiple sublineages were circulating in the Indian population, including 4 VOCs (B.1.1.7, B.1.351, P1, and B.1.617.2) and 3 VOIs (B.1.617.1, B.1.127/B.1.429, and B.1.525). However, B.1.1.7 was the most dominant variant in that period. B.1.617 lineage variants collectively (B.1.617+) showed an upward trend since their emergence, and surpassed other VOCs, including B.1.1.7, by the end of January 2021 (weeks 8-9) and subsequently kept rising. In contrast, B.1.1.7 showed a downward trend by the end of March 2021 (weeks 17-18), with B.1.617 lineage variants becoming the dominant variants. By the end of April 2021, B.1.617 lineage variants were detected in 78.5% of SARS-CoV-2 sequences uploaded on the GISAID database, reaching about 83% in the week of the peak.

The phylodynamic analysis of the circulating variants in the study period strongly corroborated the trends present in the graph data, showing an exclusive increase in the cluster density of B.1.617.2 compared with other variants in the “near peak” period (Figure 3).

To know whether the rise in the B.1.617.2 variant was localized to specific geographical regions, which may have influenced the collective data trends, we compared the monthly distribution of genomic sequences of SARS-CoV-2 variants for the states and union territories of India individually. A similar increase in the detection of the B.1.617.2 variant was observed in most states and union territories (Multimedia Appendix 2), except Kerala, where different patterns were visible (Figure S15 in Multimedia Appendix 2). In Kerala, the rise of the B.1.617.2 variant was slower in comparison with the rest of the country (55.5% vs 72% of total cases by the end of April 2021), which was further confirmed in the state-wise serosurvey data from the period of the second wave (44.4% vs 67.7% of the national average) [34]. Notably, a sharp rise in B.1.617.2 cases was observed in Kerala in a later period.
Figure 1. Weekly distribution of SARS-CoV-2 variants in genomic sequence data from India and the correlation with daily new COVID-19 cases and deaths from December 1, 2020, to July 26, 2021. The data were analyzed for the period before the peak of the second wave (23rd week) and after that. SARS-CoV-2 genomic sequence data were obtained from the EpiCoV database of the Global Initiative on Sharing All Influenza Data, and epidemiological data were obtained from the Worldometer database.

Figure 2. Origin and spread of B.1.617 lineage SARS-CoV-2 variants in the Indian population. Data were analyzed from December 1, 2020, to July 26, 2021. SARS-CoV-2 genomic sequence data were obtained from the EpiCoV database of the Global Initiative on Sharing All Influenza Data, and epidemiological data were obtained from the Worldometer database.
Discussion

Principal Findings

The retrospective examination of linked viral genomic sequences and epidemiological data in this study clearly showed that the occurrence of B.1.617 lineage variants, particularly the B.1.617.2 sublineage, was strongly related to the second wave of COVID-19 in India. In late January 2021, when instances of B.1.617.2 surpassed those of all other variants, the first signs of an imminent wave of COVID-19 began to appear. The rise of the wave could be observed closely until the end of March 2021, when instances of B.1.617.2 showed a sharp increase in line with the total number of new cases.

Comparison With Prior Work

Current prediction models in the COVID-19 pandemic are dominated by purely epidemiological analyses, from which hardly anyone could accurately predict an impending COVID-19 wave [23-27]. The importance of studying viral genomic sequences for the epidemiological surveillance of new SARS-CoV-2 variants is well recognized [31,35-40]. However, its application in developing a predictive model to forecast upcoming virus waves has received little appreciation in the existing literature [41]. Interestingly, strong conceptual validation for the applicability of an integrated approach to predict an impending COVID-19 wave using viral genomic surveillance and epidemiological data came from a recent study by de Hoffer et al [42]. These authors studied the temporal dynamics of emerging SARS-CoV-2 variants using a machine learning algorithm–based analysis of the spike protein sequences of viral samples from England, Scotland, and Wales reported in the GISAID database. Further, they correlated the relative percentage of each variant with the weekly and monthly epidemiological data of active cases from the studied geographical regions. They showed a strong relationship between the genesis of a new emerging variant and the onset of a new wave, with an exponential increase in the number of infections [42].

Moreover, our findings regarding the second wave of COVID-19 in India are corroborated by a previous study by Dhar et al [10]. The authors analyzed viral genomic sequences retrospectively and observed a similar pattern in the rise of the B.1.617 lineage, mainly the B.1.617.2 variant, in Delhi before the second wave [10]. A B.1.617.2-driven second wave was also reflected in the analysis of viral genomic sequences performed by Adiga and Nayak in 2021 [43]. We recently used our prediction model prospectively during the initial rise of cases caused by the Omicron strain in South Africa, which indicated an upcoming wave with very high transmissibility but limited lethality [4]. These predictions were later accurately reflected in the studies reporting the Omicron-mediated fourth wave of COVID-19 in South Africa [44,45].

The potential predictability of the second wave of COVID-19 in India in the retrospective data analysis suggests that genomic surveillance of SARS-CoV-2 variants, enriched with epidemiological data, could be a potential tool to predict upcoming COVID-19 waves. Still, the prediction accuracy is largely dependent on population-based viral genomic sequencing and consistency in data upload from all geographic regions, as well as accurate reporting of epidemiological data. The sole increase in the proportion of an emerging SARS-CoV-2 variant, coupled with an associated rise in new cases, might inform the arrival of a new wave of COVID-19. However, consideration of other epidemiological factors, such as previous exposure to related virus strains and the immunization status of the population, will be necessary to determine the magnitude of an impending wave [46]. Notably, the first wave of COVID-19 in India was limited in scope, as evidenced by the serosurvey data [47,48], and only a small part of the population was vaccinated as of early 2021 [49]. With the emergence of a new variant, both these factors may have created an ideal environment for a
massive second wave to emerge. In addition, preventive measures, such as blocking or limiting gatherings and using face masks, can also influence the prospects and magnitude of a new wave [29].

**Limitations**

There were some limitations in our study that may have influenced the interpretation of the results. First, the samples used in our analyses might not be representative of the population. In many geographical regions, the sample size was grossly disproportionate. Therefore, the genomic sequence data presented in this study might not reflect the exact epidemiological extent of the distribution of the variants in the reported geographical regions but only show their relative proportions in the samples for which genomic sequences were uploaded to the GISAID database. We have assumed that similar proportions exist between variants in the actual population. Second, inconsistent reports and uploads of genomic sequences made it challenging to study a daily trend in the spread of variants. Finally, the scarcity of genomic sequences and inconsistency in uploading to the databases used for some states/union territories made determining variant dominance difficult.

**Conclusions**

Based on the observations of this study, we propose that genomic surveillance of SARS-CoV-2 variants, complemented with epidemiological data, can be a promising tool to predict upcoming COVID-19 waves.
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Abstract

Background: The mammalian immune system is able to generate antibodies against a huge variety of antigens, including bacteria, viruses, and toxins. The ultradeep DNA sequencing of rearranged immunoglobulin genes has considerable potential in furthering our understanding of the immune response, but it is limited by the lack of a high-throughput, sequence-based method for predicting the antigen(s) that a given immunoglobulin recognizes.

Objective: As a step toward the prediction of antibody-antigen binding from sequence data alone, we aimed to compare a range of machine learning approaches that were applied to a collated data set of antibody-antigen pairs in order to predict antibody-antigen binding from sequence data.

Methods: Data for training and testing were extracted from the Protein Data Bank and the Coronavirus Antibody Database, and additional antibody-antigen pair data were generated by using a molecular docking protocol. Several machine learning methods, including the weighted nearest neighbor method, the nearest neighbor method with the BLOSUM62 matrix, and the random forest method, were applied to the problem.

Results: The final data set contained 1157 antibodies and 57 antigens that were combined in 5041 antibody-antigen pairs. The best performance for the prediction of interactions was obtained by using the nearest neighbor method with the BLOSUM62 matrix, which resulted in around 82% accuracy on the full data set. These results provide a useful frame of reference, as well as protocols and considerations, for machine learning and data set creation in the prediction of antibody-antigen binding.

Conclusions: Several machine learning approaches were compared to predict antibody-antigen interaction from protein sequences. Both the data set (in CSV format) and the machine learning program (coded in Python) are freely available for download on GitHub.

(JMIR Bioinform Biotech 2022;3(1):e29404) doi:10.2196/29404
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Introduction

DNA sequencing technologies are providing new insights into the immune response by allowing for the large-scale sequencing of rearranged immunoglobulin genes that are present in an individual [1,2]. However, the applications of this approach are limited by the lack of methods for determining the antigen(s) to which a specific immunoglobulin (ie, one encoded by a given sequence) binds. Individual immunoglobulins can be tested experimentally at significant cost; however, the large-scale
characterization of binding properties based on sequence data is currently impossible.

Antigen binding is mediated by the complementarity-determining regions (CDRs) of an antibody, which are shared between heavy and light immunoglobulin chains. Computational methods for predicting antibody-antigen interactions that leverage structure prediction and docking have been proposed [3]. However, the use of these methods requires knowledge of the 3D structures of antibodies and antigens. The direct prediction of antibody-antigen interactions from protein sequences remains an open problem.

Machine learning–based tools, such as mCSM-AB [4] and ADAPT (Assisted Design of Antibody and Protein Therapeutics) [5], have had some success in predicting antibody interactions in other contexts. mCSM-AB is a web server for predicting changes in antibody-antigen affinity upon mutation, using graph-based signatures. ADAPT is an affinity maturation platform that interleaves predictions and testing, and it has been previously validated on monoclonal antibodies.

A more general method for predicting whether an antibody will bind to a protein antigen based on the antibody and antigen sequences remains elusive, in part due to the lack of comprehensive training data for the development of machine learning models. This study is intended as a first step toward this goal and aims to assemble a training data set from a range of sources and evaluate the feasibility of applying machine learning algorithms to identify the binding of antibody-antigen pairs in this data set.

### Methods

#### Data Set

Due to the scarcity of suitable antibody-antigen pairs, computational docking was used to generate some of the data in the training and testing data set. The ClusPro (Boston University) [6-9] and Rosetta (RosettaCommons) [10-12] web servers were used to create a data set of paired antibody-antigen complexes for machine learning. Both ClusPro and Rosetta were used for protein-protein molecular docking. Rosetta uses the SnugDock (RosettaCommons) algorithm [10]. The Swiss-PdbViewer (Swiss Institute of Bioinformatics) [13] was used to examine the resulting protein complex structures.

A total of 50 antibody-antigen complexes were selected randomly from the Protein Data Bank (PDB) [14]. The antibody-antigen complexes were separated by using a Perl script to produce PDB-formatted files as well as sequences for antibodies and antigens. CDRs were located by using the Rosetta antibody modeling web server. Antibodies were docked with a range of antibodies by using ClusPro (used only to determine orientation), followed by Rosetta’s antibody docking program, SnugDock. In order to keep computation times manageable, not all antibodies were docked. Instead, 10 to 14 antibodies were randomly selected to be docked with each antigen in order to find the best orientation. The resulting complexes were submitted to the Rosetta SnugDock web server in order to calculate the best interface score. This produced structures for between 10 and 14 complexes per antigen, which, when added together with the original antibody-antigen complex, totaled 11 to 15 complexes per antigen. Altogether, 50 antigens were docked with 600 antibodies. An example of a resulting complex is shown in Figure 1.

**Figure 1.** Example of a docking output. The 3s35 complex was generated by using the ClusPro server (docking results: "YES"; best docking interface score: −0.876).
The Rosetta interface scores were used as estimates of binding affinity in order to identify cognate antibody-antigen pairs to be used as input for machine learning. Complexes with interface scores of higher than −8.0 were classified outright as complexes with poor binding, and those with interface scores of lower than −9.0 were classified outright as complexes with good binding. For complexes with scores that ranged between −8.0 and −9.0, the docking clusters and positions were examined visually by using SwissDock (Swiss Institute of Bioinformatics). If the top 10 models had their antibodies and antigens in similar relative positions and the structures showed sensible interaction patterns, the pairs were classified as having a good binding affinity.

Rosetta interface scores have been used previously as classifiers to determine binding affinity based on docking results (eg, in an antibody-antigen cross reactivity study [15]).

Additional data were extracted from the Coronavirus Antibody Database (CoV-AbDab) [16]—a database of antibodies against coronaviruses, including SARS-CoV-2, SARS-CoV-1, and MERS-CoV (Middle East respiratory syndrome–related coronavirus). Data (2674 rows) were extracted from the CoV-AbDab on February 14, 2021. After filtering out incomplete data, 2031 rows remained, with each row corresponding to an antibody. The information extracted comprised the antibody names, their binding antigens, and their heavy and light variable region sequences, including the locations of the third CDRs (CDR3s). Each of the variable region sequences were searched against the international ImMunoGeneTics information system database [17] in order to identify the locations of the first CDRs (CDR1s) and second CDRs (CDR2s) from the heavy and light chains. Since a row may contain information about an antibody’s interactions with multiple antigens, the data were further split into multiple rows, with each row containing information about the interaction between 1 antibody and 1 antigen.

Additional features were calculated for the sequences, as follows. The isoelectric point for each CDR was calculated by using the Bachem peptide calculator analysis tool (Bachem Holding AG) [18]. The average hydrophilicity of each CDR was also calculated by using the Bachem peptide calculator tool.

B cell epitopes were predicted by using the IEDB (Immune Epitope Database) antibody epitope prediction analysis tool [19].

The resulting data set can be downloaded from GitHub [20] and is structured with the following column headings: H chain CDR1 sequence, H chain CDR2 sequence, H chain CDR3 sequence, L chain CDR1 sequence, L chain CDR2 sequence, L chain CDR3 sequence, Hydrophilicity of L CDR1, pl of L CDR1, Hydrophilicity of L CDR2, pl of L CDR2, Hydrophilicity of L CDR3, pl of L CDR3, Hydrophilicity of H CDR1, pl of H CDR1, Hydrophilicity of H CDR2, pl of H CDR2, Hydrophilicity of H CDR3, pl of H CDR3, Antigen Epitope, Rosetta Docking score, Antigen, and Docking result.

**Machine Learning**

A weighted K-nearest neighbor (K-NN) classification algorithm [21] for predicting antibody-antigen binding affinity was implemented in Python. The program can be downloaded from GitHub [20].

For each antigen, the 11 to 15 antibodies that were docked were labeled as “good affinity” or “low affinity,” on the basis of the docking results. Machine learning was then performed, using the sequences of both antigens and antibodies.

Neighbors were determined by using the string distances between the CDR1, CDR2, and CDR3 amino acid sequences of different antibodies. Weights were calculated from distances, so that nearer neighbors were considered to have more weight, as detailed below.

For every antigen, the class (good affinity or low affinity) was learned by using the K-NN method, using a training subset (N − 1) of the labeled antigen-antibody sequence pairs and using the CDR string distances as features. The model performance was then evaluated on the remaining antigen-antibody sequence pair that was not used for training (leave-one-out cross-validation).

In order to ensure that the K-NN pairs only included pairs with the same antigen, a fixed penalty of 1000 was added to the distances between antibody-antigen pairs involving different antigens.

The similarity between antibodies was measured via a comparison of their CDRs. Each antibody has a heavy chain and a light chain, and each chain contains 3 CDRs. The distance between 2 antibodies was calculated as the Euclidean distance between their CDR distance vectors, as shown in the following equation (equation 1):

\[
dist(A,B) = \sqrt{\sum_{i=1}^{3} (CDR_i^A - CDR_i^B)^2}
\]

where \((q_i - p_i)\) represents the string distance between the \(CDR_i\) of antibody \(q\) and the \(CDR_i\) of antibody \(p\).

The Python code is given in Multimedia Appendix 1.

Two different CDR distance calculation methods were tested and compared; one was based on sequence identity, and the other used the BLOSUM62 matrix, as detailed below.

For the identity-based distance measure, pairs of equivalent CDRs were compared with each other based on their Levenshtein string distances [22], as shown in the following equation (equation 2):

\[
Cost = 0 \text{ for } a_i = b_i, \text{ Cost}=1 \text{ for } a_i \neq b_i
\]

The Levenshtein distance only accounts for amino acid identity when it is used for comparing sequences. A more biologically significant distance measure needs to take into account the different properties of amino acids, which means that some amino acid substitutions are more likely to be accepted in an interaction than others. The BLOSUM62 substitution matrix [23] was used as a proxy for amino acid similarity in the Levenshtein distance calculation. Although the BLOSUM matrices were designed to reflect evolutionary conservation,
they can provide an estimate of similarity in interaction potential [24].

The Levenshtein distance was calculated as per equation 2, using the following cost function:

For \(a_i=b_i,\) \(Cost=0\)

where \(S_{ij}, S_{ii},\) and \(S_{jj}\) are obtained from the BLOSUM62 matrix.

The following columns from the data set were used to train the model for leave-one-out cross-validation: \(H\) chain CDR1 sequence, \(H\) chain CDR2 sequence, \(H\) chain CDR3 sequence, \(L\) chain CDR1 sequence, \(L\) chain CDR2 sequence, \(L\) chain CDR3 sequence, Antibody, and Docking result. The trained model was then evaluated on its ability to predict the docking results from the other columns.

A random forest machine learning algorithm incorporating the previous K-NN results was also used for predicting antibody-antigen binding classification. The isoelectric point and net charge at neutral pH (7.0) for each CDR were used as additional features, in addition to the BLOSUM62-derived CDR distances, for training the random forest. Binding was predicted by combining the votes from each of the features, and each individual feature contributed 1 vote, according to the nearest neighbor predictions based on each feature.

The following columns from the data set were used for training the random forest: String distance (calculate by KNN method), Hydrophilicity of L CDR1, pl of L CDR1, Hydrophilicity of L CDR2, pl of L CDR2, Hydrophilicity of L CDR3, pl of L CDR3, Hydrophilicity of H CDR1, pl of H CDR1, Hydrophilicity of H CDR2, pl of H CDR2, Hydrophilicity of H CDR3, pl of H CDR3, Antibody, and Docking result. The trained model was then evaluated on its ability to predict the docking results from the other columns.

Each feature was considered as an individual decision tree and contributed 1 vote. For example, the isoelectric point of the CDR1 of an antibody’s heavy chain was considered as 1 feature, and the K-NN method was used, as previously described, to find the results of this decision tree. Altogether, there were 13 decision trees, and each tree used the K-NN method to determine its vote, for a total of 13 votes. The final decision was determined based on a simple majority vote. The best results were obtained when the whole forest (all 13 decision trees) took part in the vote.

The performance of the K-NN and random forest learners was evaluated by using leave-one-out cross-validation on an antigen basis. For each of the 57 antigens, a training data set was constructed by removing 1 row, that is, 1 antibody-antigen pair, from the data set. After training with the remaining antibodies that bound to this antigen, model performance was evaluated based on the removed antibody. The process was repeated until all 5041 antibody-antigen pairs were tested. Model accuracy was calculated as the ratio of the number of correctly predicted antibody-antigen pairs over the total number of pairs in the data set.

### Results

#### Data Set

A total of 600 antibody-antigen complexes were generated via the computational docking of 50 antibody structures with 50 antigen structures. In addition, a total of 4441 antibody-antigen pairs were extracted from the Cov-AbDab. The composition of this section of the data set is shown in Table 1.

In total, the data set contained 5041 antibody-antigen pairs comprising 1157 antibodies and 57 antigens.

<table>
<thead>
<tr>
<th>Antigen</th>
<th>Number of antibodies</th>
<th>Positive samples, n</th>
<th>Negative samples, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>SARS-CoV-2</td>
<td>1943</td>
<td>1912</td>
<td>31</td>
</tr>
<tr>
<td>SARS-CoV-1</td>
<td>1241</td>
<td>597</td>
<td>644</td>
</tr>
<tr>
<td>MERS-CoV</td>
<td>264</td>
<td>119</td>
<td>145</td>
</tr>
<tr>
<td>HCoV-OC43b</td>
<td>257</td>
<td>21</td>
<td>236</td>
</tr>
<tr>
<td>HCoV-HKU1c</td>
<td>254</td>
<td>84</td>
<td>170</td>
</tr>
<tr>
<td>HCoV-NL63d</td>
<td>258</td>
<td>51</td>
<td>207</td>
</tr>
<tr>
<td>HCoV-229Ee</td>
<td>207</td>
<td>49</td>
<td>158</td>
</tr>
</tbody>
</table>

**Table 1.** Number of antibodies and positive and negative antibody-antigen pairs extracted from the Coronavirus Antibody Database.

*a*MERS-CoV: Middle East respiratory syndrome–related coronavirus.

*b*HCoV-OC43: human coronavirus OC43.

*c*HCoV-HKU1: human coronavirus HKU1.

*d*HCoV-NL63: human coronavirus NL63.

*e*HCoV-229E: human coronavirus 229E.
Machine Learning

The antigen-antibody binding classification methods were evaluated by using leave-one-out cross-validation. For a K value of 2 nearest neighbors, the K-NN method, when the Levenshtein distance was calculated based on the BLOSUM62 matrix, provided the best accuracy. For a K value of 1 nearest neighbor, the accuracy was 80%. For a K value of 3, classification accuracy dropped to 79%.

For the random forest predictions, votes were used as the classification prediction results. The accuracy was highest when the whole forest was considered, in which case each feature contributed to the classification results. The performance of the random forest method was best (accuracy of 80%) when all 13 features—the Levenshtein string distance and the isoelectric point and net charge at neutral pH (7.0) for each CDR—took part in the final votes.

Discussion

We created a training and test data set of 5041 antibody-antigen complexes by using a combination of structure modeling and computational docking via Rosetta, together with antibody-antigen pairs extracted from the CoV-AbDab.

We also developed weighted nearest neighbor and random forest approaches to predict antibody-antigen binding based on sequence data. These machine learning procedures can perform classifications to identify antigens that are likely to bind to a given antibody.

Leave-one-out cross-validation testing yielded an accuracy of 82% for classification results that were based on 2 nearest neighbors. The prediction accuracy ranged from around 77% to 82% when varying the number of nearest neighbors. The best prediction results (accuracy of 82%) were obtained with 2 nearest neighbors, using string distance and BLOSUM62 matrices.

This study demonstrates that the interaction between an antibody and a protein antigen can be predicted from the amino acid sequences of both the antibody’s variable regions and the antigen by using a relatively simple machine learning approach. Compared to the docking prediction method, which is based on the spatial protein structure, the method proposed in this project does not require a 3D structure and is more suitable for antibodies for which a 3D structure is unavailable.

In the absence of large amounts of experimental data on antibody-antigen binding affinities, the Rosetta interface scores, along with the top 10 binding positions, were used to determine the classification for binding affinity. Although this method was unlikely to provide a full representation of the problem, it provided a data set suitable for comparing a range of approaches. This method will certainly improve as larger data sets become available. The docking data set contained 600 rows of antibody-antigen pairs. Subsets of this data set (200, 300, 400, and 500 rows) were tested during the data collection process. Classification accuracy was quite consistent across all of these subsets. This indicates that while the data set is limited, it provides a good starting point for the development of our approach for the prediction of antibody-antigen binding affinity, which can be further validated as more data become available. The K-NN method was chosen as the initial machine learning method. The best prediction results were obtained with 2 nearest neighbors (K=2). Random forests were also used that incorporated sequence distance as well as the chemical properties of CDRs (isoelectric point and hydrophobicity). The best prediction results (accuracy of 82%) were obtained with the nearest neighbor method when the Levenshtein distance was calculated based on BLOSUM62 matrices. The additional features included in the random forest did not improve classification accuracy, and this was probably due to these features’ dependence on the amino acid sequences.

Around 20% (907/5041, 18%) of our method’s predictions were inaccurate. These errors mostly occurred with some large antigens. The docking results for these antigens were further examined. The decreased accuracy was likely the result of conformational flexibility in the larger antigens, the presence of multiple epitopes, and the higher number of discontinuous epitopes in larger antigens relative to the number of such epitopes in smaller antigens.

As a step toward the development of a machine learning method suitable for predicting antibody-antigen binding affinities from sequence data, the weighted nearest neighbor and random forest machine learning approaches were applied to the problem. The basic hypothesis was that antibodies with similar sequences may be similar in terms of their ability to bind to a given antigen. A prediction program was coded in Python and evaluated via cross-validation on a data set containing 1157 antibodies and 57 antigens that were combined in 5041 antibody-antigen pairs. The best classification prediction accuracy was around 82% for this data set.

These results provide a useful frame of reference, as well as protocols and considerations, for machine learning and data set creation in the prediction of antibody-antigen binding. Our method is still limited due to the scarcity of training data, but its usefulness for large-scale prediction should increase as more antibody-antigen binding data become available. The ability to predict antibody-antigen binding will allow for a more informed use of data from large-scale immune receptor sequencing. This, in turn, will increase our understanding of the variation in antigen recognition in an organism over time, under a range of conditions and between individuals and populations.

Both the data set (in CSV format) and the machine learning program (coded in Python) are freely available for download on GitHub [20].
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Multimedia Appendix 1
Python code for Euclidean distance calculation.
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