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Abstract

Background: Emergence of the new SARS-CoV-2 variant B.1.1.529 worried health policy makers worldwide due to a large number of mutations in its genomic sequence, especially in the spike protein region. The World Health Organization (WHO) designated this variant as a global variant of concern (VOC), which was named “Omicron.” Following Omicron’s emergence, a surge of new COVID-19 cases was reported globally, primarily in South Africa.

Objective: The aim of this study was to understand whether Omicron had an epidemiological advantage over existing variants.

Methods: We performed an in silico analysis of the complete genomic sequences of Omicron available on the Global Initiative on Sharing Avian Influenza Data (GISAID) database to analyze the functional impact of the mutations present in this variant on virus-host interactions in terms of viral transmissibility, virulence/lethality, and immune escape. In addition, we performed a correlation analysis of the relative proportion of the genomic sequences of specific SARS-CoV-2 variants (in the period from October 1 to November 29, 2021) with matched epidemiological data (new COVID-19 cases and deaths) from South Africa.

Results: Compared with the current list of global VOCs/variants of interest (VOIs), as per the WHO, Omicron bears more sequence variation, specifically in the spike protein and host receptor-binding motif (RBM). Omicron showed the closest nucleotide and protein sequence homology with the Alpha variant for the complete sequence and the RBM. The mutations were found to be primarily condensed in the spike region (n=28-48) of the virus. Further mutational analysis showed enrichment for the mutations decreasing binding affinity to angiotensin-converting enzyme 2 receptor and receptor-binding domain protein expression, and for increasing the propensity of immune escape. An inverse correlation of Omicron with the Delta variant was noted (r=−0.99,
P < .001; 95% CI –0.99 to –0.97) in the sequences reported from South Africa postemergence of the new variant, subsequently showing a decrease. There was a steep rise in new COVID-19 cases in parallel with the increase in the proportion of Omicron isolates since the report of the first case (74%-100%). By contrast, the incidence of new deaths did not increase (r = –0.04, P > .05; 95% CI –0.52 to 0.58).

Conclusions: In silico analysis of viral genomic sequences suggests that the Omicron variant has more remarkable immune-escape ability than existing VOCs/VOIs, including Delta, but reduced virulence/lethality than other reported variants. The higher power for immune escape for Omicron was a likely reason for the resurgence in COVID-19 cases and its rapid rise as the globally dominant strain. Being more infectious but less lethal than the existing variants, Omicron could have plausibly led to widespread unnoticed new, repeated, and vaccine breakthrough infections, raising the population-level immunity barrier against the emergence of new lethal variants. The Omicron variant could have thus paved the way for the end of the pandemic.

(JMIR Bioinform Biotech 2023;4:e42700) doi:10.2196/42700
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Introduction

Background
A new variant of SARS-CoV-2 (lineage B.1.1.529) was reported from Botswana, South Africa, and multiple other countries [1], which the World Health Organization (WHO) designated as a global variant of concern (VOC) named “Omicron” [2]. The new variant was classified in the PANGO (Phylogenetic Assignment of Named Global Outbreak) lineage as BA.1. The presence of a large number of mutations in its genomic sequence—especially in the spike protein region, including in the host receptor-binding domain (RBD)—raised speculations that Omicron can prove to be a serious epidemiological threat and contributor to subsequent COVID-19 waves globally [3]. Multiple sublineages of Omicron were then identified with a slightly varying set of mutations [4]. These Omicron subvariants differentially affected the global population, leading to burst waves in various parts of the world [5]. Omicron is currently the predominant strain causing most of the new COVID-19 cases globally [5].

Significance of the Study
Owing to the heterogeneity of previous infections and vaccination coverage across the global population, there has been significant ambiguity in reports on the epidemiological properties of Omicron [6-9]. Specifically, it remains unclear whether the Omicron variant has an epidemiological advantage over existing variants [8]. Many researchers have proposed that Omicron’s emergence has changed the pandemic’s evolutionary course and speculated its end [10-12]. However, contradictory views are also being presented, suggesting against any sooner end of the pandemic and the possibility of the emergence of more lethal variants as the immunity that the global population gained from previous infections and vaccines fades [13]. Therefore, we aimed to resolve the existing ambiguity over the epidemiological properties of the Omicron variant using an integrated approach combining viral genomic sequence analysis and epidemiological data. Integrating viral genomic analysis with epidemiological data is a relatively novel approach; however, its success in predicting the epidemiological properties of SARS-CoV-2 variants and the future course of the COVID-19 pandemic has been validated in recent bioinformatic studies [14,15]. The findings of this study will thus provide concrete insights into the origin and epidemiological attributes of this variant to pave the way for the end of the pandemic.

Objectives
We performed an in silico analysis of the complete genomic sequences of the Omicron BA.1 variant available on the Global Initiative on Sharing Avian Influenza Data (GISAID) platform [16] with the primary objective of predicting the functional impact of the mutations present in this variant on virus-host interactions in terms of viral transmissibility, virulence, and immune-escape capabilities. Moreover, we assessed the relative proportion of the genomic sequences of existing SARS-CoV-2 variants, which was correlated with the rise in new COVID-19 cases in the global geographical location most affected by Omicron to understand whether the new variant had an epidemiological advantage in terms of transmissibility and virulence/lethality over existing variants.

Methods

Data Collection
The SARS-CoV-2 genomic sequence for the Omicron variant and other global VOCs/VOIs of interest (VOIs) were downloaded from the EpiCoV database of GISAID [16] using the automatic search function feeding information for geographical location, SARS-CoV-2 lineage, sample collection, and sequence reporting dates (up to December 10, 2021). The optimum length and coverage of the downloaded sequences (used for variant comparisons) were obtained by selecting the “complete sequence” and “high coverage” options in the search function.

Data Analysis
Mutational analysis on the genomic sequences was performed, and the 3D structure of the spike protein with amino acid changes in Omicron was generated using the CoVsurver app provided by GISAID [16], employing hCoV-19/Wuhan/WIV04/2019 as the reference strain. Further, a comparative mutational analysis of Omicron with existing global VOCs/VOIs (as per the WHO) [17] was generated using
the “compare lineages” function at outbreak.info [18] with GISAID as the source of genomic sequence data. The Expasy Swiss Bioinformatics portal [19] was used for protein sequence translation from the viral genomic sequences. A comparative assessment of the Omicron nucleotide and protein sequences with existing global VOCs/VOIs was performed using the National Center for Biotechnology Information (NCBI) Blast tool [20].

Furthermore, the functional impact of the mutations present at the RBD of the variants was assessed using an open analysis pipeline developed by Starr et al [21], which integrates a yeast-display platform with deep mutational scanning to determine how all possible RBD amino acid mutations affect angiotensin-converting enzyme 2 (ACE2)-binding affinity and protein expression (a correlate of protein folding stability) as compared to the wild-type SARS-CoV-2 strain [22].

The epidemiological correlates of the Omicron variant were assessed based on the comparative analysis of the genomic sequences from GISAID [16] and current epidemiological data (daily new cases and deaths) made available at Worldometer for South Africa [23], as one of the regions most strongly affected by the variant (last date of collection: December 10, 2021). The number of sequences for each SARS-CoV-2 variant was retrieved using an automatic search function feeding information for the lineage and collection dates in the EpiCoV database of GISAID for the period of October 1, 2021, to December 10, 2021. A 3-day sum of the total number of sequences was noted for each variant and their relative proportions were calculated (in percentages). Data were tabulated and the distribution of each variant was charted against the COVID-19 epidemiological data (3-day sum of new cases and deaths). Statistical analysis was performed to appreciate the changes in the relationship between the variables before and after the emergence of Omicron.

Statistical Analysis
An expected \( (E) \) value \( \leq 0 \) was considered significant for the sequence homology match through NCBI Blast. An \( E \) value close to 0 or below and a higher Max score indicate a higher sequence homology ranking (see [24] for further details of the statistical methods in predicting significance in similarity scores). For the mutational analysis, only the mutations present in at least 75% of sequenced samples were considered for functional characterization.

For the analysis of epidemiological data, statistical tests were performed to evaluate intergroup differences among SARS-CoV-2 variants in Microsoft Excel 2019 and the R statistical package version 4.2.2. The normality of the data was examined using the Shapiro-Wilk test. Pearson \( (r) \) and Spearman \( (\rho) \) correlation tests were performed for the normally distributed and skewed data, respectively. A correlation matrix was generated and linear regression analysis was performed between the comparing variables (presented as \( r \) values, ranging from 0 to 1, and 95% CIs). Results were considered statistically significant at \( P \leq 0.05 \). Graphs were plotted to visualize the data trends.

Ethical Considerations
Approval from the institutional ethics committee was precluded as publicly available/open access databases were used for this study.

Results
Data Summary
A total of 3604 genomic sequences of Omicron from 54 countries were uploaded on GISAID up to December 10, 2021 (see Figure S1 in Multimedia Appendix 1), which were analyzed for mutational characteristics. The mutations found were primarily condensed in the spike protein region (n=28-48) of the virus; however, frequent nonspike mutations were also noted (n=20-26). In this study, we focused on analyzing the genomic sequences of Omicron’s initially most prevalent sublineage (BA.1).

Sequence Homology of Omicron (BA.1) With Wild-Type Strains
Compared to the current list of global VOCs/VOIs (as per the WHO), Omicron showed more sequence variation, specifically in the spike protein (nucleotides 21,563-25,384; amino acids 1-1273), including the receptor-binding motif (RBM; nucleotides 22,869-23,089 and amino acids 438-508), where the riffs were most prominent (Table S1 in Multimedia Appendix 1). The homology of Omicron to the reference strain (hCoV-19/Wuhan/WIV04/2019) for the spike protein sequence varied from 96.23% to 97.8% (28-48 mutations) in the analyzed sequences (Figure 1).
Sequence Homology of Omicron (BA.1) With Existing SARS-CoV-2 VOCs/VOIs

The analysis of Omicron’s genomic and protein sequence homology with the reference strain and current global VOCs/VOIs (as per the WHO) showed the highest similarity of Omicron with the Alpha variant for the complete sequence as well as for the RBM. However, the highest similarity for the complete nucleotide and protein sequences for the spike protein were noted with the Beta and Delta variant, respectively (see Table S1 in Multimedia Appendix 1).

Mutational Analysis

Multiple clusters of closely spaced mutations were noted across the sequence, which were most densely located in the spike protein region, particularly in its S1 subunit, including the host RBM (Figure 2, Table 1). Many of the mutations in Omicron are shared with the current global VOCs/VOIs (Figure 3).

Tables 2-6 summarize the reported mutations in Omicron (BA.1) (present in at least 75% of sequences) and their functional characteristics based on the existing literature [16,21,25-41]. According to the available evidence, these mutations in PANGO lineage BA.1 can be broadly categorized into four major groups: immune escape (n=20) (Table 2), host receptor binding (n=10) (Table 3), virus replication (n=18) (Table 4), and host adaptability (n=3) (Table 5). Mutations outside of the spike protein are summarized in Table 6.
Figure 2. The mutational landscape in SARS-CoV-2 variant B.1.1.529 (Omicron, sublineage: BA.1). The analysis of the mutations present at the RBD using a deep mutational scanning pipeline by Starr et al [21] reflected prominent ACE2-binding affinity and protein expression changes (see Table 1). Notably, mutations decreasing the ACE2-binding affinity and protein expression were significantly greater in number. ACE2: angiotensin-converting enzyme 2; ORF: open reading frame; RBD: receptor-binding domain; RBM: receptor-binding motif.
Table 1. Predicted impact of receptor-binding motif variations in the SARS-CoV-2 variant B.1.1.529 (Omicron, sublineage: BA.1) on interactions with the host.\(^a\)

<table>
<thead>
<tr>
<th>ACE2 binding site mutations</th>
<th>ACE2 binding (Δlog10 KD app(^c,d))</th>
<th>Protein expression (Δlog mean MFI(^e,f))</th>
<th>ACE2 contact with SARS-CoV-2</th>
<th>RSA(^g) bound</th>
<th>SARS-CoV-1 amino acid</th>
<th>RaTG13 amino acid</th>
<th>GD Pangolin-CoV amino acid</th>
</tr>
</thead>
<tbody>
<tr>
<td>G339D</td>
<td>0.06</td>
<td>0.30</td>
<td>false</td>
<td>0.47</td>
<td>G</td>
<td>G</td>
<td>G</td>
</tr>
<tr>
<td>S371L</td>
<td>-0.14</td>
<td>-0.61</td>
<td>false</td>
<td>0.46</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>S373P</td>
<td>-0.08</td>
<td>-0.22</td>
<td>false</td>
<td>0.48</td>
<td>F</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>S375F</td>
<td>-0.55</td>
<td>-1.81</td>
<td>false</td>
<td>0.48</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>K417N</td>
<td>-0.45</td>
<td>0.10</td>
<td>true</td>
<td>0.19</td>
<td>V</td>
<td>K</td>
<td>R</td>
</tr>
<tr>
<td>N440K</td>
<td>0.07</td>
<td>-0.12</td>
<td>false</td>
<td>0.68</td>
<td>N</td>
<td>H</td>
<td>N</td>
</tr>
<tr>
<td>G446S</td>
<td>-0.20</td>
<td>-0.40</td>
<td>true</td>
<td>0.55</td>
<td>T</td>
<td>G</td>
<td>G</td>
</tr>
<tr>
<td>S477N</td>
<td>0.06</td>
<td>0.06</td>
<td>false</td>
<td>0.76</td>
<td>G</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>T478K</td>
<td>0.02</td>
<td>0.02</td>
<td>false</td>
<td>0.48</td>
<td>K</td>
<td>K</td>
<td>T</td>
</tr>
<tr>
<td>E484A</td>
<td>-0.07</td>
<td>-0.23</td>
<td>false</td>
<td>0.50</td>
<td>P</td>
<td>T</td>
<td>E</td>
</tr>
<tr>
<td>Q493R</td>
<td>-0.09</td>
<td>-0.06</td>
<td>true</td>
<td>0.10</td>
<td>N</td>
<td>Y</td>
<td>Q</td>
</tr>
<tr>
<td>G496S</td>
<td>-0.63</td>
<td>0.12</td>
<td>true</td>
<td>0.04</td>
<td>G</td>
<td>G</td>
<td>G</td>
</tr>
<tr>
<td>Q498R</td>
<td>-0.06</td>
<td>0.10</td>
<td>true</td>
<td>0.00</td>
<td>Y</td>
<td>Y</td>
<td>H</td>
</tr>
<tr>
<td>N501Y</td>
<td>0.24</td>
<td>-0.14</td>
<td>true</td>
<td>0.03</td>
<td>T</td>
<td>D</td>
<td>N</td>
</tr>
<tr>
<td>Y505H</td>
<td>-0.71</td>
<td>0.16</td>
<td>true</td>
<td>0.12</td>
<td>Y</td>
<td>H</td>
<td>Y</td>
</tr>
</tbody>
</table>

\(^a\)Based on the study of Starr et al [21].

\(^b\)ACE2: angiotensin-converting enzyme 2.

\(^c\)KD app: apparent dissociation constant.

\(^d\)A positive Δlog10 KD app value relative to the unmutated SARS-CoV-2 receptor-binding domain (3.9 \(\times\) 10\(^{-11}\) M) indicates stronger binding.

\(^e\)MFI: mean fluorescence intensity.

\(^f\)Positive Δlog MFI values relative to the unmutated SARS-CoV-2 receptor-binding domain indicate increased expression.

\(^g\)RSA: relative solvent accessibility.
Figure 3. Lineage comparison between Omicron and other global variants of concern/interest. Only mutations with >75% prevalence in at least one lineage are shown. (Data source: outbreak.info, based on the SARS-CoV-2 genomic sequences uploaded in GISAID until December 6, 2021).
Table 2. Mutations in SARS-CoV-2 variant B.1.1.529 (Omicron, sublineage BA.1) spike protein influencing immune escape via antibody recognition sites and/or antigenic drift.\(^a\)

<table>
<thead>
<tr>
<th>Mutation</th>
<th>Frequency (%)(^b)</th>
<th>Remarks</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>H69del</td>
<td>20.35</td>
<td>H69del+V70del have 2-fold higher infectivity compared to the wild type. H69del+V70del-containing viruses showed reduced neutralization sensitivity to mAb(^c) COVA1-21, targeting an as-yet-undefined epitope outside the RBD(^d)</td>
<td>[16]</td>
</tr>
<tr>
<td>V70del</td>
<td>20.37</td>
<td>H69del+V70del have 2-fold higher infectivity compared to the wild type. H69del+V70del-containing viruses showed reduced neutralization sensitivity to mAb COVA1-21, targeting an as-yet-undefined epitope outside the RBD</td>
<td>[16]</td>
</tr>
<tr>
<td>V143del</td>
<td>0.12</td>
<td>N/A(^e)</td>
<td>[16]</td>
</tr>
<tr>
<td>Y144del</td>
<td>20.94</td>
<td>Decreased sensitivity to convalescent sera</td>
<td>[25,26]</td>
</tr>
<tr>
<td>Y145del</td>
<td>2.33</td>
<td>Decreased sensitivity to convalescent sera</td>
<td>[16,25,26]</td>
</tr>
<tr>
<td>G339D</td>
<td>0.01</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>S371L</td>
<td>0.00</td>
<td>N/A</td>
<td>[16,21]</td>
</tr>
<tr>
<td>S373P</td>
<td>0.01</td>
<td>N/A</td>
<td>[16,21]</td>
</tr>
<tr>
<td>S375F</td>
<td>0.00</td>
<td>N/A</td>
<td>[16,27]</td>
</tr>
<tr>
<td>K417N</td>
<td>0.83</td>
<td>N/A</td>
<td>[16,21,28]</td>
</tr>
<tr>
<td>N440K</td>
<td>0.17</td>
<td>N/A</td>
<td>[16,21]</td>
</tr>
<tr>
<td>G446S</td>
<td>0.01</td>
<td>N/A</td>
<td>[16,28]</td>
</tr>
<tr>
<td>S477N</td>
<td>1.31</td>
<td>S477N was also resistant to neutralization by the human convalescent sera tested in this study, but not to vaccine-elicited sera</td>
<td>[16,21,29]</td>
</tr>
<tr>
<td>E484A</td>
<td>0.02</td>
<td>N/A</td>
<td>[27]</td>
</tr>
<tr>
<td>Q493R</td>
<td>0.01</td>
<td>N/A</td>
<td>[30,31]</td>
</tr>
<tr>
<td>G496S</td>
<td>0.01</td>
<td>N/A</td>
<td>[21]</td>
</tr>
<tr>
<td>Q498R</td>
<td>0.00</td>
<td>N/A</td>
<td>[16,27]</td>
</tr>
<tr>
<td>N501Y</td>
<td>24.11</td>
<td>Associated with increased transmissibility and increased affinity for human ACE2(^f) receptor</td>
<td>[16,21,28,32]</td>
</tr>
<tr>
<td>H655Y</td>
<td>2.25</td>
<td>N/A</td>
<td>[34-36]</td>
</tr>
</tbody>
</table>

\(^a\)Based on the genomic sequences of Omicron uploaded on GISAID [16] (last date of collection December 10, 2021).

\(^b\)Among all SARS-CoV-2 genomic sequences uploaded on GISAID [16].

\(^c\)mAb: monoclonal antibody.

\(^d\)RBD: receptor-binding domain.

\(^e\)N/A: not applicable.

\(^f\)ACE2: angiotensin-converting enzyme 2.
### Table 3. Mutations in SARS-CoV-2 variant B.1.1.529 (Omicron, sublineage BA.1) spike protein influencing receptor binding.\(^a\)

<table>
<thead>
<tr>
<th>Mutation</th>
<th>Frequency (%)(^b)</th>
<th>Effect on virus-host interactions</th>
<th>Remarks</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>G339D</td>
<td>0.01</td>
<td>Increased RBD(^c) expression</td>
<td>N/A(^d)</td>
<td>[16,21]</td>
</tr>
<tr>
<td>S371L</td>
<td>0.00</td>
<td>Increased ACE2(^e) binding</td>
<td>N/A</td>
<td>[16,21]</td>
</tr>
<tr>
<td>S373P</td>
<td>0.01</td>
<td>Increased RBD expression</td>
<td>N/A</td>
<td>[16,21]</td>
</tr>
<tr>
<td>K417N</td>
<td>0.83</td>
<td>Increased RBD expression</td>
<td>N/A</td>
<td>[16,21,28]</td>
</tr>
<tr>
<td>N440K</td>
<td>0.17</td>
<td>Increased ACE2 binding</td>
<td>N/A</td>
<td>[16,21]</td>
</tr>
<tr>
<td>S477N</td>
<td>1.31</td>
<td>Increased ACE2 binding/ increased RBD expression</td>
<td>S477N was also resistant to neutralization by the human convalescent sera tested in this study, but not to vaccine-elicited sera</td>
<td>[16,21,29]</td>
</tr>
<tr>
<td>T478K</td>
<td>52.56</td>
<td>Increased ACE2 binding/increased RBD expression</td>
<td>Decreased sensitivity to convalescent sera</td>
<td>[21,25]</td>
</tr>
<tr>
<td>Q493R</td>
<td>0.01</td>
<td>Host change</td>
<td>N/A</td>
<td>[30,31]</td>
</tr>
<tr>
<td>G496S</td>
<td>0.01</td>
<td>Increased RBD expression</td>
<td>N/A</td>
<td>[21]</td>
</tr>
<tr>
<td>N501Y</td>
<td>24.11</td>
<td>Increased ACE2 binding/host change</td>
<td>Associated with increased transmissibility and increased affinity for human ACE2 receptor</td>
<td>[16,21,28,32]</td>
</tr>
<tr>
<td>Y505H</td>
<td>0.00</td>
<td>Increased RBD expression</td>
<td>N/A</td>
<td>[16,21]</td>
</tr>
<tr>
<td>D614G</td>
<td>98.51</td>
<td>Increased infectivity</td>
<td>Lower cycle threshold values were observed in G614 infections, indicating a higher viral load</td>
<td>[16,25,33]</td>
</tr>
</tbody>
</table>

\(^a\)Based on the genomic sequences of Omicron uploaded on GISAID [16] (last date of collection December 10, 2021).

\(^b\)Among all SARS-CoV-2 genomic sequences uploaded on GISAID [16].

\(^c\)RBD: receptor-binding domain.

\(^d\)N/A: not applicable.

\(^e\)ACE2: angiotensin-converting enzyme 2.

### Table 4. Mutations in SARS-CoV-2 variant B.1.1.529 (Omicron, sublineage BA.1) spike protein influencing viral oligomerization interfaces.\(^a\)

<table>
<thead>
<tr>
<th>Mutations</th>
<th>Frequency (%)(^b)</th>
<th>Remarks</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>S371L</td>
<td>0.00</td>
<td>N/A(^c)</td>
<td>[16,21]</td>
</tr>
<tr>
<td>S373P</td>
<td>0.01</td>
<td>N/A</td>
<td>[16,21]</td>
</tr>
<tr>
<td>S375F</td>
<td>0.00</td>
<td>N/A</td>
<td>[16,27]</td>
</tr>
<tr>
<td>K417N</td>
<td>0.83</td>
<td>N/A</td>
<td>[16,21,28]</td>
</tr>
<tr>
<td>S477N</td>
<td>1.31</td>
<td>S477N was also resistant to neutralization by the human convalescent sera tested in this study, but not to vaccine-elicited sera</td>
<td>[16,21,29]</td>
</tr>
<tr>
<td>Q493R</td>
<td>0.01</td>
<td>N/A</td>
<td>[30,31]</td>
</tr>
<tr>
<td>N501Y</td>
<td>24.11</td>
<td>Associated with increased transmissibility and increased affinity for human ACE2(^d) receptor</td>
<td>[16,21,28,32]</td>
</tr>
<tr>
<td>Y505H</td>
<td>0.00</td>
<td>N/A</td>
<td>[16,21]</td>
</tr>
<tr>
<td>N764K</td>
<td>0.01</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>D796Y</td>
<td>0.08</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>N856K</td>
<td>0.00</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>Q954H</td>
<td>0.00</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>N969K</td>
<td>0.00</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>L981F</td>
<td>0.00</td>
<td>N/A</td>
<td>[16]</td>
</tr>
</tbody>
</table>

\(^a\)Based on the genomic sequences of Omicron uploaded on GISAID [16] (last date of collection December 10, 2021).

\(^b\)Among all SARS-CoV-2 genomic sequences uploaded on GISAID [16].

\(^c\)N/A: not applicable.

\(^d\)ACE2: angiotensin-converting enzyme 2.
<table>
<thead>
<tr>
<th>Mutations</th>
<th>Frequency (%)</th>
<th>Effect on virus-host interactions</th>
<th>Remarks</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>A67V</td>
<td>0.36</td>
<td>Unknown</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>[16]</td>
</tr>
<tr>
<td>T95I</td>
<td>21.32</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>G142D</td>
<td>33.40</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>Q954H</td>
<td>0.00</td>
<td>Host adaptation (cell culture)</td>
<td>N/A</td>
<td>[16,40]</td>
</tr>
<tr>
<td>N211del</td>
<td>0.02</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>L212I</td>
<td>0.01</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>ins214EPE</td>
<td>0.00</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>H655Y</td>
<td>2.25</td>
<td>Host adaptation (cats); spike glycoprotein fusion efficiency</td>
<td>N/A</td>
<td>[32–34]</td>
</tr>
<tr>
<td>N679K</td>
<td>0.09</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16,37]</td>
</tr>
<tr>
<td>P681H</td>
<td>22.73</td>
<td>Unknown</td>
<td>P681H mutation at the S1/S2 site of the SARS-CoV-2 spike protein may increase its cleavability by furin-like proteases, but this does not translate into increased virus entry or membrane fusion</td>
<td>[16,38,39]</td>
</tr>
<tr>
<td>T547K</td>
<td>0.00</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>N856K</td>
<td>0.00</td>
<td>Ligand binding</td>
<td>N/A</td>
<td>[16]</td>
</tr>
</tbody>
</table>

<sup>a</sup>Based on the genomic sequences of Omicron uploaded on GISAID [16] (last date of collection December 10, 2021).

<sup>b</sup>Among all SARS-CoV-2 genomic sequences uploaded on GISAID [16].

<sup>c</sup>N/A: not applicable.
Table 6. Mutations in SARS-CoV-2 variant B.1.1.529 (Omicron, sublineage BA.1) outside of the spike protein.\(^a\)

<table>
<thead>
<tr>
<th>Mutations</th>
<th>Frequency (%)</th>
<th>Effect on virus-host interactions</th>
<th>Remarks</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Envelope (E) T9I</td>
<td>0.09</td>
<td>Viral oligomerization interfaces</td>
<td>N/A(^c)</td>
<td>[16]</td>
</tr>
<tr>
<td>Membrane (M)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M D3G</td>
<td>0.08</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>M Q19E</td>
<td>0.00</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>M A63T</td>
<td>0.01</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>Nucleocapsid (N)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N P13L</td>
<td>0.63</td>
<td>Antigenic drift</td>
<td>P13L variant in B*27:05-restricted CD8+ nucleocapsid epitope, showing complete loss of responsiveness to the T-cell lines evaluated</td>
<td>[16,41]</td>
</tr>
<tr>
<td>M E31del</td>
<td>0.00</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>M R32del</td>
<td>0.00</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>M G204R</td>
<td>26.20</td>
<td>Viral oligomerization interfaces</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>Nonstructural protein (NSP)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NSP3 K38R</td>
<td>0.01</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>NSP3 S1265del</td>
<td>0.02</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>NSP3 L1266I</td>
<td>0.02</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>NSP3 A1892T</td>
<td>0.00</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>NSP4 T492I</td>
<td>47.76</td>
<td>Viral oligomerization interfaces</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>NSP5 P132H</td>
<td>0.01</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>NSP6 L105del</td>
<td>0.02</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>NSP6 S106del</td>
<td>24.74</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>NSP6 G107del</td>
<td>24.74</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>NSP6 I189V</td>
<td>0.03</td>
<td>Unknown</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>NSP12 P323L</td>
<td>96.69</td>
<td>Viral oligomerization interfaces</td>
<td>N/A</td>
<td>[16]</td>
</tr>
<tr>
<td>NSP14 I42V</td>
<td>0.00</td>
<td>Viral oligomerization interfaces</td>
<td>N/A</td>
<td>[16]</td>
</tr>
</tbody>
</table>

\(^a\)Based on the genomic sequences of Omicron uploaded on GISAID [16] (last date of collection December 10, 2021).

\(^b\)Among all SARS-CoV-2 genomic sequences uploaded on GISAID [16].

\(^c\)N/A: not applicable.

**Epidemiological Correlates**

A total of 4224 SARS-CoV-2 genomic sequences (Delta, n=999; Omicron, n= 2937; and others, n= 288) were uploaded on GISAID from South Africa in the period of study. For the complete duration of the study, Delta correlated negatively with the number of new COVID-19 cases \((r=-0.567, P=.004; 95\% \text{ CI} -0.79 \text{ to} -0.21)\) but correlated positively with the number of new deaths \((r=0.38, P=.07; 95\% \text{ CI} -0.025 \text{ to} 0.68)\). The differential analysis of the SARS-CoV-2 genomic sequences from South Africa before and after the emergence of the first case of Omicron (dated November 5, 2021, EPI_ISL_7456440) reflected a sharp change in the dominance of the variant from Delta to Omicron (Figure 4). An inverse correlation of Omicron with Delta variants was noted \((r=-0.99, P<.001; 95\% \text{ CI} -0.99 \text{ to} -0.97)\) in the period of study. There has been a steep rise in the number of new COVID-19 cases in parallel with the increase in the proportion of Omicron since the first case of Omicron (74%-100% of total genomic sequences after November 15-17, 2021). However, no parallel increase was observed in the death cases, which otherwise showed a reverse trend \((r=-0.04, P=.02; 95\% \text{ CI} -0.52 \text{ to} 0.58)\) (Figure 4).
Discussion

Principal Findings

Our analysis of the SARS-CoV-2 genomic sequences and epidemiological data from South Africa unravels multiple observations regarding host-virus interactions, which may help to predict the further epidemiological potential of the Omicron variant. We found that compared to the current list of global VOCs/VOIs (as per the WHO), Omicron bears more sequence variation, specifically in the spike protein and RBM. Omicron showed the closest nucleotide and protein sequence homology with the Alpha variant. Further, the mutational analysis showed enrichment for the mutations decreasing ACE2-binding affinity and RBD protein expression, but increased propensity of immune escape. The analysis of the viral genomic sequences and epidemiological data from South Africa reflected an inverse correlation of Omicron with Delta variant infections, with a subsequent decrease. There was a steep rise in the number of new COVID-19 cases in parallel with the increase in the proportion of Omicron since the report of the first case; however, the incidence of deaths did not increase.

Sequence Homology With Wild-Type Strains and Existing SARS-CoV-2 VOCs/VOIs

Our analyses showed that among the existing VOCs and VOIs, Omicron bears the highest homology of the complete sequence and RBM (nucleotide and protein sequences) with the Alpha variant (Table S1 in Multimedia Appendix 1). Interestingly, similar to Alpha variant spike gene target failure, polymerase chain reaction (PCR)-based detection is a sensitive method for detecting Omicron in clinical samples [42].

As Omicron bears key mutations from multiple existing VOCs/VOIs, with approximate sequence homology variation rather than a direct descent, the numerous recombination events between the variants inside hosts can be a more plausible explanation for its origin.

It will be pertinent to explore the evolutionary mechanisms involved in accumulating such a large number of mutations in Omicron. Speculations were raised that the long-term persistence of SARS-CoV-2 infection in an immunocompromised host could be a probable mechanism behind the origin of Omicron [43-46]. Avanzato et al [43] and Choi et al [45] reported case studies of the persistence of infection and accumulation of novel mutations in the SARS-CoV-2 spike gene and RBD in chronically ill and immunocompromised COVID-19 patients. Another such case was reported by Karim et al [44]. The authors documented the long persistence of SARS-CoV-2 infection (for more than 6 months) in a patient with advanced HIV and antiretroviral treatment failure. Through whole-genome sequencing for SARS-CoV-2 performed at multiple time points from patient samples, the authors demonstrated the early emergence of the E484K substitution, followed by N501Y, K417T, and many other mutations (including some novel mutations) in the spike gene and RBD. An increase in the genomic diversity reflecting the intrahost evolution of SARS-CoV-2 during prolonged infection was also noted in a recent cohort study by Voloch et al [46].
Effect on Virus-Host Interactions

Our analysis shows that Omicron accumulated multiple closely spaced mutations at the RBM with ACE2 (Figure 2). Notably, this variant has many of the mutations common with the earlier VOCs (Figure 3), many of which have been shown to enhance RBD-ACE2 binding in comparison to the wild-type strain [47] (Tables 1 and 3). The selective mutations present at or near the vicinity of the RBM (N440K, S477N, T478K, and N501Y) in most of the Omicron sequences are believed to stabilize binding with ACE2 (Tables 2-3). D614G, a critical mutation in all B.1 descendants [47], is known to stabilize the trimeric structure and create a more open conformation of the RBD, allowing stronger binding with ACE2 [47]. Paradoxically, our analysis suggests that the majority of the novel or rare spike mutations (<0.2% prevalence in the total sequenced samples, Tables 2-6) in Omicron may have a deleterious effect on host interactions owing to their presence at the constrained RBD regions in terms of ACE2 binding (10/15) and/or RBD expression (8/15) (Table 3). Notably, most of the spike mutations that predicted a favorable effect on ACE2 binding, RBD expression, or both are present in current VOCs, primarily the Delta (T478K), Alpha (N501Y), and Beta (K417N) variants. Further, a set of mutations in Omicron that are present inside (P681H) or in the vicinity (D614G, H655Y) of the furin cleavage site of SARS-CoV-2 spike protein—a small stretch of peptide (PRRAR) inserted at the intersection of spike segments S1 and S2 (amino acid residues 681-685)—can enhance proteolytic cleavage of spike protein by a host protease (furin), which is considered to improve its fusion to the host cell membrane [48]. P681H is characteristically present in multiple VOCs/VoIs such as B.1.1.7, P.1, Q.1, and B.1.621 lineage variants [49]. A mutation at the exact location, P681R, has been present in the Delta variant and its emerging sublineages [50]. Characterizing the individual mutations on RBM specifies that Omicron may not have more efficient interactions with the host than existing VOCs/VoIs, specifically Delta. Further assessment of the allosteric influence and dynamic interactions of the mutations present at the RBD and other regions of spike protein and in situ/in vivo studies will be necessary to understand their exact impact on host-receptor binding and its clinical correlates. The clinical data on the severity of the disease indicated a milder illness in Omicron infection than in the existing VOCs [51,52].

Viral Replication

Many of the mutations, especially in the nonspike regions, are linked with viral oligomerization, synthesis, and packaging of the ribonucleic acid core (Tables 4 and 6). These mutations likely have a role in virus replication inside the host cells [53]. The NSP12 P323L mutation located in the RNA-dependent RNA polymerase coding region is of particular interest (Figure 1, Table 6), as this has been a frequently observed mutation in the earlier variants (96.69%) (Table S1 in Multimedia Appendix 1). However, whether these mutations will have a positive or negative impact on viral replication remains unclear. Interestingly, the results of a comparative study [54] that employed ex vivo cultures of SARS-CoV-2 strains isolated from the respiratory tract of infected patients indicated higher replication rates for the Omicron variant. The authors observed that after 24 hours of incubation, Omicron replicated 70 times faster than wild-type and Delta variant strains in the human bronchus. In contrast, it replicated less efficiently (>10 times lower) in the human lung tissue than the wild-type strain and the replication rate was also lower than that of the Delta variant.

Immune Escape

Most spike mutations (18/32) in Omicron have occurred at the known antibody recognition sites (Table 2). Existing studies have established the role of these mutations in immune escape against convalescent sera, vaccine-acquired antibodies, and therapeutically used monoclonal antibodies (Table 2). The evidence from in situ studies indicates potential immune escape by Omicron against convalescent sera, vaccine-acquired antibodies, and therapeutically used monoclonal antibodies [42,55,56]. Interestingly, Omicron contains the K417N and E484A mutations, which are present in multiple existing variants and are believed to contribute to immune escape [47]. Of note, the K417T locus is a known epitope for CB6, a therapeutically used monoclonal antibody in COVID-19 [47]. A more significant number of mutations in Omicron spike protein, specifically in the RBD, may be an evolutionary gain in this variant, providing it with higher immune-escape ability. Support for this notion comes from a study by Nabel et al [57], who demonstrated that SARS-CoV-2 pseudotypes containing up to seven mutations, as opposed to the one to three found in earlier VOCs, were more resistant to neutralization by therapeutic antibodies and serum from vaccine recipients [57].

A nonspike mutation in the nucleocapsid (N) protein (P13L) present in Omicron (Table 6) was shown to cause complete loss of recognition by epitope-specific (B+27:05-restricted CD8+ nucleocapsid epitope QRNAPRFET9,17) T cells in a cell line–based in situ study [41]. However, no such evidence in human samples is currently available. In another study, Redd et al [58] examined peripheral blood mononuclear cell samples from PCR-confirmed, recovered/convalescent COVID-19 cases (N=30) for their anti-SARS-CoV-2 CD8+ T-cell responses with Omicron. The authors noted that only one low-prevalence (found in 7%) epitope (GYFYFASTEK, restricted to HLA*A03:01 and HLA*A11:01) from the spike protein (T951) region was mutated in Omicron [58]. The presence of these mutations raises concerns about escaping T cell immunity by Omicron [59] and hence should be explored in further detail.

The overall evidence supports Omicron’s very high immune-escape ability [42,55,56,60]. Cele et al [42] tested the ability of plasma from 14 BNT162b2-vaccinated study participants to neutralize Omicron versus the wild-type D614G virus in a live virus neutralization assay. The authors observed that Omicron showed a 41-fold decline in the 50% focus reduction neutralization test geometric mean titer compared to the wild-type D614G virus in subjects without previous infection (6/14). Interestingly, earlier, those with the infection showed relatively higher neutralization titers with Omicron (6/14), which indicated that the last infection, followed by vaccination or booster, might increase the neutralization levels and confer protection from severe disease in cases of Omicron infection.
Epidemiological Correlates: Omicron Versus Delta Variants

The analysis of the SARS-CoV-2 genomic sequences from South Africa indicates that Omicron gained an advantage in terms of transmissibility over the Delta variant (Figure 4). A third COVID-19 wave driven by the Delta variant occurred in South Africa [61]; hence, the epidemiological characteristics of the Delta and Omicron variants in the local population should be analyzed in this backdrop. We observed that before the arrival of Omicron, the Delta variant was dominant locally; by contrast, at present, the majority of new sequences are from Omicron (Omicron vs Delta \( r = -0.99, P < 0.01; 95\% \text{ CI} -0.99 \text{ to } -0.97 \)) (Figure 4). The steep rise in the new COVID-19 cases in South Africa seems to be driven by Omicron, whereas Delta variant–linked cases are seeing a decline (Figure 4). The rapid rise in new COVID-19 cases connected with the emergence of a new SARS-CoV-2 variant strongly indicated the commencement of a new COVID-19 wave in South Africa [14].

Further, death, which is considered a strong indicator of virulence/lethality, showed a negative correlation (\( r = -0.04, P = 0.02; 95\% \text{ CI} -0.52 \text{ to } 0.58 \)) (Figure 4) with the rise in Omicron. However, death correlated positively with the Delta variant in the period postemergence (\( r = 0.38, P = 0.07; 95\% \text{ CI} -0.025 \text{ to } 0.68 \)) over the complete study period. This pattern indicates that the reported incidences of death were primarily linked with Delta rather than with Omicron. The significantly reduced lethality of Omicron compared to Delta has been confirmed through recent epidemiological studies [62-64].

An approximately 2.4 (2.0-2.7) times higher transmissibility was suggested with Omicron compared to the Delta variant in the South African population [65]. An estimate from the United Kingdom indicated that Omicron’s risk of spreading the infection to members of a household is 3 times higher than that of the Delta variant [66]. A significantly shorter incubation period and early reaching of the peak have been reported for the Omicron variant [67]. Based on the epidemiological patterns observed in South Africa in our analysis, an epidemiological advantage to Omicron in comparison to Delta can be inferred in terms of transmissibility [66]. However, we found no indications of increased lethality with Omicron compared to Delta and other variants circulating in the South African population.

Notably, the presence of an immunological barrier in the population imparted by the recent COVID-19 wave mediated by the Delta variant could be a likely reason for this variant’s fall in new cases [7,68]. A continuous fall in Delta cases was also noticeable in the period before the emergence of Omicron (Figure 4), further substantiating this notion. The data records showed that a significant proportion of the local population in South Africa was fully vaccinated at the time of Omicron’s emergence (25.2%) [69]. Notably, the high number of immune escape–related mutations in Delta could have contributed to lowered efficacy of the vaccines, immunity from natural infections, and therapeutically used antibodies [47]. As Omicron contains a much higher number of immune escape–related mutations, including many shared with Delta (Figure 3), Omicron might have added potential for vaccine breakthrough infections and reinfections. Similar speculations were presented by other authors and global health regulatory bodies [2,70,71]. A higher risk of reinfections with Omicron was indicated by Pulliam et al [72] based on a retrospective analysis of routine epidemiological surveillance data to examine whether SARS-CoV-2 reinfection risk has changed over time in South Africa in the context of the emergence of the consecutive variants: Beta, Delta, and Omicron. The authors noted that as compared to the first wave driven by wild-type strains, subsequent waves by Beta and Delta variants had a lower estimated hazard ratio for reinfection versus primary infection (relative hazard ratio for wave 2 versus wave 1: 0.75, 95% CI 0.59-0.97; for wave 3 versus wave 1: 0.71, 95% CI 0.56-0.92) in comparison to Omicron (Omicron surge for the period of November 1-27, 2021, versus wave 1: 2.39, 95% CI 1.88-3.11).

Study Limitations

We analyzed a limited number of genomic sequences and epidemiological data from specific geographical regions affected by Omicron. Further, the relative frequency of specific lineage-characterizing mutations in the Omicron variant may have varied since the study’s inception. Both of these limitations may have an impact on the quality of the results.

Conclusion

In silico analysis of viral genomic sequences suggests that the Omicron variant has more remarkable immune-escape ability than the existing VOCs/VOIs, including Delta, but reduced virulence/lethality than other reported variants. The higher power for immune escape for Omicron was a likely reason for the resurgence in COVID-19 cases and its soon becoming a globally dominant strain. Being more infectious but less lethal than the existing variants, Omicron could have plausibly led to widespread unnoticed new, repeated, and vaccine breakthrough infections, raising the population-level immunity barrier against the emergence of new lethal variants. The Omicron variant could have thus paved the way for the end of the pandemic.

Data Sharing

Primary data used for this study are publicly available on the GISAID database [16] for SARS-CoV-2 genomic sequences and Worldometer [23] for epidemiological data. The categorized data for the study period can be availed from the corresponding author upon reasonable request.
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Abstract

Background: T helper (Th) 9 cells are a novel subset of Th cells that develop independently from Th2 cells and are characterized by the secretion of interleukin (IL)-9. Studies have suggested the involvement of Th9 cells in variable diseases such as allergic and pulmonary diseases (e.g., asthma, chronic obstructive airway disease, chronic rhinosinusitis, nasal polyps, and pulmonary hypoplasia), metabolic diseases (e.g., acute leukemia, myelocytic leukemia, breast cancer, lung cancer, melanoma, pancreatic cancer), neuropsychiatric disorders (e.g., Alzheimer disease), autoimmune diseases (e.g., Graves disease, Crohn disease, colitis, psoriasis, systemic lupus erythematosus, systemic scleroderma, rheumatoid arthritis, multiple sclerosis, inflammatory bowel disease, atopic dermatitis, eczema), and infectious diseases (e.g., tuberculosis, hepatitis). However, there is a dearth of information on its involvement in other metabolic, neuropsychiatric, and infectious diseases.

Objective: This study aims to identify significant differentially altered genes in the conversion of Th2 to Th9 cells, and their regulating microRNAs (miRs) from publicly available Gene Expression Omnibus data sets of the mouse model using in silico analysis to unravel various pathogenic pathways involved in disease processes.

Methods: Using differentially expressed genes (DEGs) identified from 2 publicly available data sets (GSE99166 and GSE123501) we performed functional enrichment and network analyses to identify pathways, protein-protein interactions, miR-messenger RNA associations, and disease-gene associations related to significant differentially altered genes implicated in the conversion of Th2 to Th9 cells.

Results: We extracted 260 common downregulated, 236 common upregulated, and 634 common DEGs from the expression profiles of data sets GSE99166 and GSE123501. Codifferentially expressed ILs, cytokines, receptors, and transcription factors (TFs) were enriched in 7 crucial Kyoto Encyclopedia of Genes and Genomes pathways and Gene Ontology. We constructed the protein-protein interaction network and predicted the top regulatory miRs involved in the Th2 to Th9 differentiation pathways. We also identified various metabolic, allergic and pulmonary, neuropsychiatric, autoimmune, and infectious diseases as well as carcinomas where the differentiation of Th2 to Th9 may play a crucial role.

Conclusions: This study identified hitherto unexplored possible associations between Th9 and disease states. Some important ILs, including CCL1 (chemokine [C-C motif] ligand 1), CCL20 (chemokine [C-C motif] ligand 20), IL-13, IL-4, IL-12A, and IL-9; receptors, including IL-12RB1, IL-4RA (interleukin 9 receptor alpha), CD53 (cluster of differentiation 53), CD6 (cluster of differentiation 6), CD5 (cluster of differentiation 5), CD83 (cluster of differentiation 83), CD197 (cluster of differentiation 197), IL-1RL1 (interleukin 1 receptor-like 1), CD101 (cluster of differentiation 101), CD96 (cluster of differentiation 96), CD72 (cluster of differentiation 72), CD7 (cluster of differentiation 7), CD152 (cytotoxic T lymphocyte–associated protein 4), CD38 (cluster of differentiation 38), CX3CR1 (chemokine [C-X3-C motif] receptor 1), CTLA2A (cytotoxic T lymphocyte–associated protein 2)
alpha), CTLA28, and CD196 (cluster of differentiation 196); and TFs, including FOXP3 (forkhead box P3), IRF8 (interferon regulatory factor 8), FOXP2 (forkhead box P2), RORA (RAR-related orphan receptor alpha), AHR (aryl-hydrocarbon receptor), MAF (avian musculoaponeurotic fibrosarcoma oncogene homolog), SMAD6 (SMAD family member 6), JUN (Jun proto-oncogene), JAK2 (Janus kinase 2), EP300 (E1A binding protein p300), ATF6 (activating transcription factor 6), BTAFL1 (B-TFIIID TATA-box binding protein associated factor 1), BAFT (basic leucine zipper transcription factor), NOTCH1 (neurogenic locus notch homolog protein 1), GATA3 (GATA binding protein 3), SATB1 (special AT-rich sequence binding protein 1), BMP7 (bone morphogenetic protein 7), and PPARG (peroxisome proliferator–activated receptor gamma), were able to identify significant differentially altered genes in the conversion of Th2 to Th9 cells. We identified some common miRs that could target the DEGs. The scarcity of studies on the role of Th9 in metabolic diseases highlights the lacunae in this field. Our study provides the rationale for exploring the role of Th9 in various metabolic disorders such as diabetes mellitus, diabetic nephropathy, hypertensive disease, ischemic stroke, steatohepatitis, liver fibrosis, obesity, adenocarcinoma, glioblastoma and glioma, malignant neoplasm of stomach, melanoma, neuroblastoma, osteosarcoma, pancreatic carcinoma, prostate carcinoma, and stomach carcinoma.

**KEYWORDS**
Th9 cells; Th2 cells; autoimmune diseases; DEGs; interleukins

**Introduction**

CD4+ T helper (Th) cells have been classified into different subsets based on the cytokine profile that each subset secretes and their distinct role in regulating immunity and inflammation. Previous studies have shown that immune cells play a role in various metabolic [1-3] and infectious [3-7] diseases. Th9 cells are a subset of CD4+ Th cells that develop from naïve T cells and release interleukin (IL)-9. The generation of Th9 cells from naïve Th0 cells requires a Th2 state as an intermediate. While both Th2 and Th9 cells express *PU.1* (spleen focus forming virus [SFFV] proviral integration oncogenes), *IRF4* (interferon regulatory factor 4), and *GATA3* (GATA binding protein 3), the latter have upregulated expression of *IRF4* and suppressed *PU.1*. The Th2 cells, generated during Th0 cell differentiation, further evolve into Th9 cells in the presence of activated Smad3/Smad4 and *IRF4* pathways. The prolonged transforming growth factor beta (TGFβ) stimulation transforms the Th2 cells into Th9 cells and alters the cytokine secretion pattern from an IL-4–dominant phenotype to an IL-9–dominant one [8]. Th9 cells produce IL-9, which is crucial in regulating autoimmune and allergic reactions [9]. Various other cytokines also affect the development of Th9 cells and IL-9 production. IL-23 inhibits IL-9 production, whereas IL-1 and IL-33 stimulate the production of IL-9 in T cells [10,11]. Similarly, IL-25 stimulates the release of IL-9 from T cells [12]. In addition, costimulatory receptors, such as *OX40*, have been found to be a stimulant for the development of Th9 cells [13]. Thus, the development of Th9 cells is a result of integrating multiple positive and negative signals in the form of cytokines and costimulation from surface receptors.

Th9 cells can manifest differently in various diseases. Th9 cells have been demonstrated to incite allergic airway disease [14]. Th9 cells have also been implicated in tumor immunity [10]. Interestingly, the evolution of Th2 to Th9 cells does influence the pathophysiology of multiple diseases. The nitric oxide–mediated airway inflammation has been attributed to the inducing effect of nitric oxide on the development of Th9 cells [15]. The tricarboxylic acid cycle metabolite succinate stimulates Th9 cell differentiation and leads to Th9 cell–mediated tumor regression. Similarly, Th9 differentiation resulting from IL-35 stimulation accentuates the inflammatory process and leads to an immunoglobulin (Ig) class switch toward IgG4 in IgG4-related diseases [16].

Unfortunately, the experimental approach to Th9 cells has been riddled with difficulty, because a selective deficiency model for Th9 lineage has not yet been defined. In addition, factors needed to develop Th9 cells such as IL-4 and *IRF4* are required to develop other Th subsets [17]. Our study aimed to compare the transcriptome of Th2 and Th9 cells to identify the pattern of changes in the expression of various genes when the Th2 cells get differentiated into Th9 cells. We also aimed to assess these genes, which are markedly altered in the transition of Th2 to Th9 cells, in various other diseases to enlist the possible diseases in which Th9 cells may play a crucial role.

**Methods**

**Expression Profiling: Gene Expression Omnibus Assay to Data Mining for Th2 to Th9 Cells Differentiation**

We performed a search in the Gene Expression Omnibus (GEO) database using several keywords, including “Healthy Control,” “Wild Type,” “Mice,” “Mus musculus,” “Th9,” “Th2,” and “Expression profiling by array” from January 1, 2012, to December 17, 2020, and selected 2 gene series expressions (GSEs) data for further study: GSE99166 and GSE123501. GSE99166 contained 4 samples of Th2 wild-type cells (GSM2634701, GSM2634702, GSM2634711, and GSM2634712) and 5 samples of Th9 wild-type cells (GSM2634695, GSM2634703, GSM2634704, GSM2634713, and GSM2634714) from the spleen. GSE123501 contained 2 samples of Th2 wild-type cells (GSM3505597 and GSM3505602) and another 2 samples of Th9 wild-type cells (GSM350598 and GSM3505603) from the spleen (Figure 1).
**Figure 1.** Flow diagram illustrating the data collection process and the number of data sets considered for inclusion. Th: T helper; Treg: T regulatory cell.

Assortment and Identification of Codifferentially Expressed Messenger RNAs From the Spleen (2 Different) Data Sets

The differentially expressed genes (DEGs) were obtained from the 13 samples of 2 different data sets (GSE99166 and GSE123501) using the GREIN (GEO RNA-seq Experiments Interactive Navigator) platform (BD2K-LINCS Data Coordination and Integration Center). This interactive online web tool analyses GEO RNA-seq data [18]. The DEGs extracted from the data sets comprised genes from Th2 and Th9 cells. As we wanted to assess the alteration of genes during the conversion of Th2 to Th9 cells, the analysis was performed with DEGs of Th2 cells as the standard to which DEGs of Th9 cells were compared. The workflow for the data processing and analysis is portrayed in Figure 2.

The DEGs were considered upregulated when the expression of genes in Th9 cells was higher than that in Th2 cells. The cutoff for the selection was kept at $P<.05$, and overlapping DEGs between 2 data sets (GSE99166 and GSE123501) on comparison of Th2 and Th9 cells were identified by the Venn diagram tool [19,20]. In addition, the common upregulated, downregulated, and oppositely regulated DEGs of these 2 data sets (GSE99166 and GSE123501) were identified. The fold change expression distribution was visualized by a heat map and violin plot using the Linear Models for the Microarray Data (limma) Package of R (R Foundation for Statistical Computing) and Orange Data Mining (University of Ljubljana) [21,22].
Figure 2. Flowchart of the data processing and analysis for Th2 to Th9 cells differentiation. DEG: differentially expressed gene; KEGG: Kyoto Encyclopedia of Genes and Genomes; mRNA: messenger RNA; Th: T helper.

Functional Enrichment of Gene Ontology for Common, Regulated DEGs
The codifferential genes were divided into 3 parts, namely, (1) common upregulated, (2) common downregulated, and (3) common, oppositely regulated. The top ranked ontological features of all DEGs were analyzed with STRING. The Gene Ontology (GO) terms included the following 3 categories: biological processes, cellular components, and molecular functions. The significant GO terms regulating genes are presented in a radar graph with a negative log10 (false discovery rate). We defined P<.05 as a significant value.

Kyoto Encyclopedia of Genes and Genomes Pathway Analysis of Top Ranked Significant, Common, Regulated DEGs
We searched the functionally significant Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways for top ranked significantly altered DEGs using the STRING and WikiPathways databases. We identified important genes participating in each pathway, and selected the top 7 pathways based on negative log10 (false discovery rate) and P values (<.05) that were important for further study.

Genes Assortment and Construction of a Protein-Protein Interaction Network of the Top Enriched Pathways
We downloaded the complete gene list of the top ranked 7 individual pathways with an interaction network from the KEGG database. We visualized and constructed the pathway with the help of Cytoscape (Cytoscape Team/Institute for Systems Biology; an open-source software platform for visualizing complex networks and integrating these with any type of attribute data) [23] and marked the DEGs that play a significant role in the differentiation of Th2 to Th9 cells.

Identification of Top Regulatory MicroRNAs Involved in the Th2 to Th9 Differentiation Pathways
The top 10 microRNAs (miRs) that targeted the hub genes were predicted by the well-established miR target prediction database miRNet version 22.0 [24], with special emphasis on the selected organism. Default values for the degree of interaction and betweenness were selected. Common miRs and their targeted messenger RNAs (mRNAs) of all groups were sorted by the Venn diagram.

Construction of a Gene-Disease–Based Genomic Pathway Interaction Network
The DEGs that were identified to play a significant role in Th2 to Th9 differentiation were further analyzed for their involvement in various pathways pertaining to specific diseases using DisGeNET (IBI Group) [25], a discovery platform that describes genes, transcription factors (TFs), chemokines, and IL in association with various specific diseases.

Ethical Considerations
The study was approved by the Institutional Ethics Committee of All India Institute of Medical Sciences (AIIMS) Jodhpur (certificate reference number AIIMS/IEC/2019-20/792).
Results

Assortment of Significant DEGs in the Differentiation of Th2 to Th9 Cells

The *Mus musculus* (C57BL/6) mRNA expression profiles of GSE99167 and GSE123501, which were selected for this study, included the expression profiles of Th2 and Th9 cells obtained from the spleen. We extracted and compared mice spleen samples from 2 different studies to identify genes that are involved in the differentiation of Th2 to Th9 cells. In both groups, 254 common mRNAs were identified, and 634 common DEGs were identified, of which 236 were downregulated and 260 were upregulated. We performed a quality assessment of the selected samples for our expression profiles (Figures 3A-3I; see Tables S1 and S2 in Multimedia Appendix 1, and Multimedia Appendix 2 for larger version of figures).
Identification and Assortment of Codifferentially Expressed ILs, Cytokines, Receptors, and TFs

Our analysis identified genes encoding various ILs and receptors whose differential expression may determine the differentiation of Th2 to Th9 cells. Some important ILs identified were CCL1 (chemokine [C-C motif] ligand 1), CCL20 (chemokine [C-C motif] ligand 20), IL-13, IL-4, IL-12A, and IL-9. The important receptors identified in our analysis were IL-12RB1, IL-4RA (interleukin 4 receptor alpha), CD53 (cluster of differentiation 53), CD6 (cluster of differentiation 6), CD5 (cluster of differentiation 5), CD83 (cluster of differentiation 83), CD197 (cluster of differentiation 197).
(cluster of differentiation 197), IL-1RL1 (interleukin 1 receptor-like 1), CD101 (cluster of differentiation 101), CD96 (cluster of differentiation 96), CD72 (cluster of differentiation 72), CD7 (cluster of differentiation 7), CD152 (cytotoxic T lymphocyte–associated protein 4), CD38 (cluster of differentiation 38), CX3CR1 (chemokine [C-X3-C motif] receptor 1), CTLA2A (cytotoxic T lymphocyte–associated protein 2 alpha), CTLA28, and CD196 (cluster of differentiation 196). In addition, the differential expression of various TFs such as FOXP3 (forkhead box P3), IRF8 (interferon regulatory factor 8), FOXP2 (forkhead box P2), RORA (RAR-related orphan receptor alpha), AHR (aryl-hydrocarbon receptor), MAF (avian musculoaponeurotic fibrosarcoma oncogene homolog), SMAD6 (SMAD family member 6), JUN (Jun proto-oncogene), JAK2 (Janus kinase 2), EP300 (E1A binding protein p300), ATF6 (activating transcription factor 6), BTAF1 (B-TFIID TATA-box binding protein associated factor 1), BAFT (basic leucine zipper transcription factor), NOTCH1 (neurogenic locus notch homolog protein 1), GATA3, SATB1 (special AT-rich sequence binding protein 1), BMP7 (bone morphogenetic protein 7), and PPARG (peroxisome proliferator–activated receptor gamma) may influence the differentiation of Th2 to Th9 cells. The expression of the aforementioned immune regulators is represented by a heat map and Venn diagram in Figures 4A-4F (also see Tables S3-S5 in Multimedia Appendix 1, and Multimedia Appendix 2 for larger version of figures).
Functional Enrichment and KEGG Pathway Analysis of DEGs Involved in the Transition of Th2 to Th9 Cells

A GO analysis of DEGs classified them into 3 functional classes (Figures 4G-4I; see Multimedia Appendix 2 for larger versions of figures): cellular component, biological process, and molecular function.

The enrichments for the 3 DEG classes with significantly altered expression are shown in Tables S6-S8 in Multimedia Appendix 1. In the KEGG pathway enrichment analysis, the identified genes were enriched in various KEGG pathways such as cytokines-cytokines interaction, Th1 and Th2 cell differentiation, inflammatory bowel disease (IBD), Th17 cell differentiation, the Fc epsilon RI signaling pathway, the T-cell receptor signaling pathway, and pathways in cancer (Figure 4J and Tables S9 and S10 in Multimedia Appendix 1; see Multimedia Appendix 2 for larger version of figures).
Construction of the Protein-Protein Interaction Network of DEGs Involved in the Transition of Th2 to Th9 Cells

We downloaded the complete protein-protein interaction (PPI) network of the identified KEGG pathways from the KEGG database. The Cytoscape software was used for the construction of the network. The significantly altered DEGs of cytokines, chemokines, receptors, and TFs were highlighted in the respective networks. Our analysis of the KEGG pathway enrichment and PPI network demonstrated that the genes that had a significantly altered expression in Th9 cells when compared with Th2 cells also played a significant role in other immune regulating pathways. These affected pathways were mainly involved in cytokines-cytokines interaction, Th1 and Th2 differentiation, CTLA4 (cytotoxic T lymphocyte–associated protein 4) regulation, T-cell receptor signaling, Fc epsilon signaling, Th17 cell differentiation, IBD, and cancer. The concurrent presence of these genes in the aforementioned pathways highlights the significance of the differentiation of Th2 to Th9 in diseases where these pathways are affected. The role of the identified DEGs in these pathways and their interaction with other genes has been depicted in Figures 5-7. See Multimedia Appendix 2 for larger images.
Figure 5. Illustration of the Th2 to Th9 differentiation, mainly the 7 pathways involved in this regulatory mechanism: (A) heat maps expression (the upper section of the heat map shows FCE values represented by varying color densities); (B) PPIs networks (top significant DEGs of the network are illustrated in cyan); (C) common posttranscriptional regulatory microRNA pathways—(1) cytokine-cytokine receptor interaction, (2) Th1 and Th2 cell differentiation, and (3) inflammatory bowel disease. FCE: fold change expression; PPI: protein-protein interaction; Th: T helper.
Assessment of Gene Similarity in Pathways Identified in the KEGG Pathway Enrichment Analysis

We performed a gene similarity analysis to find similar genes in all the 7 KEGG pathways identified with the help of the Venn diagram and calculate the percentage of similarity among the genes that were altered. We observed that 7/13 (54%) genes were similar between the “Th1 and Th2 cell differentiation” and “IBD” pathways, whereas 7/14 (50%) genes were similar between the “Th1 and Th2 cell differentiation” and “Th17 cell differentiation” pathways (Figure 7A; see Multimedia Appendix 2 for larger images).
Prediction of miRs That Target the DEGs Involved in the Transition of Th2 to Th9 cells

To explore the posttranscriptional regulation of the identified DEGs, we predicted the miRs that could target the identified DEGs. We identified the following 53 common miRs that could target the DEGs listed in our analysis: let-7b-5p, let-7f-5p, let-7j-5p, miR-1-3p, miR-101-3p, miR-103a-3p, miR-107, miR-10a-5p, miR-10b-5p, miR-122-5p, miR-124-3p, miR-129-3p, miR-130a-3p, miR-133a-3p, miR-139-5p, miR-147a, miR-155-5p, miR-16-5p, miR-17-5p, miR-186-5p, miR-195-5p, miR-200b-3p, miR-20a-3p, miR-20a-5p, miR-20b-5p, miR-21-3p, miR-21-5p, miR-22-3p, miR-224-5p, miR-24-3p, miR-26a-5p, miR-26b-5p, miR-27-5p, miR-27a-3p, miR-302a, miR-30a-5p, miR-30c-5p, miR-30d-5p, miR-320a, miR-34-5p, miR-374-5p, miR-426, miR-429, miR-618, miR-6499-3p, miR-93-5p, miR-98-5p, miR-103a-3p, miR-139-5p, miR-147a, miR-195-5p, and miR-27a-5p.

Identification of Diseases Associated With Dysregulation of the Identified miRs and DEGs

Subsequent to the identification of pathways affected as a result of the alteration of DEGs found in our analysis, we further searched for possible diseases whose pathogenesis is affected by alterations in these pathways. We listed the diseases where alterations in the aforementioned 7 pathways have already been documented, and these were as follows: metabolic diseases (eg, diabetes mellitus, diabetic nephropathy, hyperactive behavior, hypertensive disease, ischemic stroke, statin-induced, liver fibrosis, obesity), allergic and pulmonary diseases (eg, asthma, chronic obstructive airway disease, chronic rhinosinusitis, nasal polyps, pulmonary hypoplasia, hay fever), carcinomas (eg, acute leukemia and myelocytic leukemia, B-cell lymphomas, lymphoma, adrenocarcinoma, breast carcinoma, carcinoma of the lung, cervical cancer, colorectal carcinoma, glioblastoma and glioma, liver carcinoma, malignant neoplasm of the stomach, melanoma, neuroblastoma, osteosarcoma, pancreatic carcinoma, prostate carcinoma, stomach carcinoma), neuropsychiatric disorders (eg, mental depression, schizophrenia, Alzheimer disease), autoimmune diseases (eg, Graves disease, Crohn disease, colitis, psoriasis, systemic lupus erythematosus [SLE], systemic sclerosis, rheumatoid arthritis, multiple sclerosis [MS], IBD, atopic dermatitis, eczema), and infectious diseases (eg, sepsis, septicemia, tuberculosis, hepatitis, herpes simplex infections, malaria; Figure 8).
Figure 8. The diagram illustrates the molecular regulatory process of Th2 to Th9 differentiation in mouse spleen. This regulatory mechanism is regulated by 7 major pathways controlled by some specific immune regulatory transcription factors, receptors, and cytokines/chemokines. The standard and specific microRNAs play a crucial role in the posttranscriptional regulatory mechanism. These 7 pathways regulate DEGs misexpression involved in some critical diseases. DEG: differentially expressed gene; KEGG: Kyoto Encyclopedia of Genes and Genomes; Th: T helper.

Discussion

Principal Findings

In this study, we compared 2 different data sets (GSE99166 and GSE123501) that have compared the mRNA expression in Th2 and Th9 cells. We identified common DEGs that have significantly altered expression between Th2 and Th9 cells from these 2 data sets. Sequential assessment of the DEGs and miRs that had significantly altered expression between Th2 and Th9 cells allows to identify disease states that affect the differentiation process. Although this analysis does not answer whether differentiation of Th2 to Th9 is the cause or the effect of the disease state, it does unravel the possibility of hitherto unknown associations between various diseases and the process of differentiation of Th2 to Th9 cells. Our analysis indicates that differentiation of Th2 to Th9 may play a crucial role via the alteration of DEGs (Table 1) and miRs (Table 2) in various metabolic diseases, allergic and pulmonary diseases, carcinomas, neuropsychiatric disorders, autoimmune diseases, and infectious diseases. In concordance with the existing literature, it was revealed that Th9 cells might play a major role in erythematosus, MS, IBDs, and psoriasis. The role of Th9 cells in autoimmune disease has already been explored in multiple studies [26], including in Graves disease [27], Crohn disease [28-30], psoriasis [31], SLE [32-35], systemic scleroderma [36], rheumatoid arthritis [37-40], MS [26,36,41,42], IBD [26,29,30,43], and atopic dermatitis/eczema [44], which have demonstrated an increased level of differentiation of Th2 to Th9 cells. Th9 cells and IL-9 have been observed in peripheral blood mononuclear cells and synovial fluid from patients with rheumatoid arthritis. Toll-like receptor 2 (TLR2) stimulates naïve CD4+ T cells for IL-9 secretion and Th9 differentiation by increasing the expression of TFs (BATF and PU.1). TLR2 activation results in increased expression of IL-9 and its receptor ST2, augmenting the expression of Th9 cells.
development [45]. Similarly, in patients with SLE, Th9 cell differentiation is suppressed by repression of IRF4 expression [46]. Although the role of Th9 has been explored in experimental models of MS and IBD, there is insufficient evidence regarding its role in humans. Th9 cells have been shown to play a pathogenic role in experimental autoimmune encephalomyelitis, an animal model of MS [47]. However, only limited studies have assessed Th9 cells in human patients with MS. The skin toxicity of Th9 cells makes them a crucial link in the pathophysiology of multiple skin diseases [48]. Our study highlights the possibility of Th9 playing a crucial role in the pathophysiology of various autoimmune skin diseases such as eczema, atopic dermatitis, psoriasis, and dermatitis. A predominant expression of IL-9 from Th9 cells was observed to be a characteristic immunologic signature in psoriatic arthritis [49]. Similarly, IL-9 and PU.1 gene expressions in atopic dermatitis were higher and associated with disease severity [50]. In addition, the Th9 cell population in patients with atopic dermatitis correlated with serum IgE levels, highlighting the link between allergy and the development of Th9 cells [51]. Our in silico analysis further reiterated the involvement of Th9 in various autoimmune pathways. The involvement of IL-9 and Th9 cells in allergic response can also be seen in other diseases. One such allergic disease in which Th9 cells have been recently explored is asthma. Patients with allergic asthma have increased peripheral blood Th9 cells and elevated levels of serum IL-9 [51]. SGK1 (serine/glucocorticoid regulated kinase 1) has been shown to enhance the differentiation of Th9 by modulating the nuclear factor kappa B (NF-κB) signaling pathway in patients with asthma [52]. The activation of MAPK (mitogen-activated protein kinase) has also been attributed to the activation of Th9 cells in mice models of asthma [53]. Interestingly, IL-9 and IL-13 have been elevated in patients with chronic obstructive airway disease compared with asthma [54]. However, so far, the Th9 cells have not been explored for their significance in the pathophysiology of chronic obstructive pulmonary disease. Interestingly, apart from asthma, our in silico analysis highlighted chronic obstructive airway disease, tuberculosis, and chronic rhinosinusitis with nasal polyps as major airway diseases in which Th9 cells may play a crucial role. Our findings are in sync with the study of Ye et al [55], which demonstrated tuberculous pleural effusion to be chemotactic for Th9 cells, while pleural mesothelial cells in tuberculosis stimulated the Th9 cell differentiation. This in silico analysis also highlights the possible role of Th9 in neuropsychiatric diseases. Very few studies have explored the role of Th9 in neuropsychiatric disorders. Saresella et al [56] have demonstrated an increase in the activity of Th9 lymphocytes, while postthymic maturation pathways showed an accumulation of differentiated effector T lymphocytes (CD4+). In Alzheimer disease, schizophrenia, and multiple-episode schizophrenia, although IL-9 has been elevated, limited studies have been performed to assess the role of Th9 cells in the pathophysiology of the diseases [56,57]. In addition to the aforementioned diseases, this study identified malignancies as one of the disease states that could be affected by the development of Th9 cells. The role of Th9 cells in modulating immunity in cancer has been widely explored. Th9 cells contribute to antitumor immunity by enhancing the recruitment and activation of mast cells, natural killer cells, CD8 T cells, and dendritic cells in the tumor microenvironment. The antitumor effect of Th9 cells has been documented in various animal studies. Lu et al [58] have demonstrated the protective effects of IL-9 and Th9 on tumor development. The tumor-specific Th9 cells promoted the activation of CD8+ cytotoxic T lymphocytes by recruiting dendritic cells into tumor tissues and subsequently presenting tumor antigens in tumor-draining LNs. Th9 cells in tumor tissues mount an inflammatory response via CTL in a CCL20/CCR6 (chemokine [C-C motif] receptor 6)-dependent manner [59,60]. Wang et al [61] also demonstrated that Th9-enriched CD4+ T cells significantly increased the expression of activated CD8+ T cells in a manner that was dependent on the expression of IL-9R (interleukin 9 receptor). Th9 thus seems to enhance antitumor immune response through T-cell cytotoxicity and play a crucial role in controlling the progression of cancer [62]. Apart from Th9 cells, the cytokine IL-9 has also been widely explored in cancers. Expression of IL-9 in the serum and circulating CD4+ T cells was significantly upregulated in patients with breast cancer compared with healthy controls [63]. Purwar et al [10] demonstrated that IL-9 depletion in RORγt-deficient mice promoted melanoma growth. Zheng et al [64] demonstrated that Th9 cells produce IL-9 to induce glioma cell apoptosis and inhibit tumor growth. Interestingly, tumor-specific Th9 cells displayed a unique PUF1-TRAF6-NF-κB activation–driven hyperproliferative feature, suggesting a persistence mechanism rather than an antiapoptotic strategy. This equips tumor-specific Th9 cells to become a more effective CD4+ T-cell subset for adoptive cancer therapy [65]. Although Th9 cells play an important role in tumor suppression, they have not been studied in various cancer subtypes. Our analysis suggests a possible role for Th9 in different cancer types such as malignant neoplasm of the stomach, melanoma, neuroblastoma, osteosarcoma, pancreatic carcinoma, and prostate carcinoma. Finally, our study also highlights the possible role of Th9 in different metabolic diseases. Interestingly, to our knowledge, no study has yet explored the role of Th9 in metabolic diseases such as diabetes and obesity. We want to highlight these lacunae to open up newer research attempts that would explore the role of Th9 in metabolic diseases. The insights into the role of Th9 in metabolic diseases would better help delineate the role of immunological dysregulation in developing metabolic diseases.
<table>
<thead>
<tr>
<th>Cytokine or ligand</th>
<th>Receptor</th>
<th>Transcription factors</th>
<th>Effect on T helper 9 cell differentiation</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>IL-6</td>
<td>IL-6R and gp130</td>
<td>STAT1&lt;sup&gt;b&lt;/sup&gt; and STAT3</td>
<td>Both increases and decreases</td>
<td>[66,67]</td>
</tr>
<tr>
<td>IL-10</td>
<td>IL-10R&lt;sup&gt;f&lt;/sup&gt; and IL-10R2</td>
<td>STAT1 and STAT3</td>
<td>Both increases and decreases</td>
<td>[68-70]</td>
</tr>
<tr>
<td>IL-23</td>
<td>IL-23R and IL-12RB1</td>
<td>STAT3</td>
<td>Decreases</td>
<td>[71,72]</td>
</tr>
<tr>
<td>IL-27</td>
<td>IL-27R and gp130</td>
<td>STAT1</td>
<td>Decreases</td>
<td>[73]</td>
</tr>
<tr>
<td>IL-1β</td>
<td>IL-1R1 and IL-1RACP</td>
<td>IFN-γ&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Decreases</td>
<td>[74]</td>
</tr>
<tr>
<td>IL-1α</td>
<td>IL-1R1 and IL-1RACP</td>
<td>NF-κB&lt;sup&gt;e&lt;/sup&gt;, MYD88&lt;sup&gt;f&lt;/sup&gt;, and IRAK&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Increases</td>
<td>[75,76]</td>
</tr>
<tr>
<td>IL-1β</td>
<td>IL-1R1 and IL-1RACP</td>
<td>MYD88, IRAK, NF-κB, STAT1, IL-9, and IRF1&lt;sup&gt;h&lt;/sup&gt;</td>
<td>Increases</td>
<td>[77-80]</td>
</tr>
<tr>
<td>IL-2</td>
<td>IL-2Rα, IL-2Rβ, and γc</td>
<td>STAT5, IL-9, BCL-6&lt;sup&gt;i&lt;/sup&gt;, IRF4, and GATA3&lt;sup&gt;j&lt;/sup&gt;</td>
<td>Increases</td>
<td>[75,81,82]</td>
</tr>
<tr>
<td>IL-4</td>
<td>IL-4Rα and γ-chain</td>
<td>STAT6, FOXP3&lt;sup&gt;k&lt;/sup&gt;, IL-9</td>
<td>Increases</td>
<td>[83-85]</td>
</tr>
<tr>
<td>IL-21</td>
<td>IL-21R and γ-chain</td>
<td>IL-1β, BCL-6, STAT1, and STAT3</td>
<td>Increases</td>
<td>[77,82]</td>
</tr>
<tr>
<td>IL-25</td>
<td>IL-17RB</td>
<td>ACTI&lt;sup&gt;i&lt;/sup&gt; and TRAF6&lt;sup&gt;jm&lt;/sup&gt;</td>
<td>Increases</td>
<td>[86]</td>
</tr>
<tr>
<td>IL-33</td>
<td>IL-1RL1 and IL-1RACP</td>
<td>Unknown</td>
<td>Increases</td>
<td>[87]</td>
</tr>
<tr>
<td>IFNα and IFNβ</td>
<td>IFNAR1&lt;sup&gt;l&lt;/sup&gt; and IFNAR2</td>
<td>STAT1</td>
<td>Increases</td>
<td>[69]</td>
</tr>
<tr>
<td>TGFβ&lt;sup&gt;o&lt;/sup&gt;</td>
<td>TGFβR2</td>
<td>SMAD&lt;sup&gt;p&lt;/sup&gt;, IL-9, PU.1&lt;sup&gt;q&lt;/sup&gt;, FOXP3</td>
<td>Increases</td>
<td>[85,88,89]</td>
</tr>
<tr>
<td>TSLP&lt;sup&gt;r&lt;/sup&gt;</td>
<td>TSLPR&lt;sup&gt;s&lt;/sup&gt; and IL-7Rα</td>
<td>STAT5, IL-9</td>
<td>Increases</td>
<td>[81]</td>
</tr>
<tr>
<td>Activin A</td>
<td>ACTRI&lt;sup&gt;t&lt;/sup&gt; and ALK4&lt;sup&gt;u&lt;/sup&gt;</td>
<td>SMAD, TGFβ</td>
<td>Increases</td>
<td>[90]</td>
</tr>
<tr>
<td>CGRP&lt;sup&gt;v&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;w&lt;/sup&gt;</td>
<td>PKA&lt;sup&gt;x&lt;/sup&gt;, NFATC2&lt;sup&gt;y&lt;/sup&gt;, GATA3, and PU.1</td>
<td>Increases</td>
<td>[91]</td>
</tr>
<tr>
<td>Nitric oxide</td>
<td>N/A</td>
<td>p53&lt;sup&gt;z&lt;/sup&gt;, IL-2, STAT5, IL-4Rα, TGFβR2</td>
<td>Increases</td>
<td>[15]</td>
</tr>
<tr>
<td>TL1A&lt;sup&gt;aa&lt;/sup&gt;</td>
<td>DR3&lt;sup&gt;bb&lt;/sup&gt;</td>
<td>IL-2, STAT5</td>
<td>Increases</td>
<td>[92]</td>
</tr>
<tr>
<td>Notch</td>
<td>Jagged</td>
<td>NIDC1&lt;sup&gt;cc&lt;/sup&gt;</td>
<td>Increases</td>
<td>[67]</td>
</tr>
<tr>
<td>IFNγ</td>
<td>IFNGR1&lt;sup&gt;dd&lt;/sup&gt; and IFNGR2&lt;sup&gt;ee&lt;/sup&gt;</td>
<td>STAT1</td>
<td>Decreases</td>
<td>[73]</td>
</tr>
<tr>
<td>PDL2&lt;sup&gt;ff&lt;/sup&gt;</td>
<td>PD1&lt;sup&gt;gg&lt;/sup&gt;</td>
<td>SHP2&lt;sup&gt;hh&lt;/sup&gt;</td>
<td>Decreases</td>
<td>[93]</td>
</tr>
</tbody>
</table>

<sup>a</sup>IL: interleukin.
<sup>b</sup>STAT: signal transducer and activator of transcription.
<sup>c</sup>ILxR: interleukin receptor (where x corresponds to the interleukin number).
<sup>d</sup>IFN: interferon.
<sup>e</sup>NF-κB: nuclear factor kappa B.
<sup>f</sup>MYD88: myeloid differentiation primary response gene 88.
<sup>g</sup>IRAK: interleukin-1 receptor-associated kinase 1.
<sup>h</sup>IRF: interferon regulatory factor.
<sup>i</sup>BCL-6: B-cell leukemia/lymphoma 6.
<sup>j</sup>GATA3: GATA binding protein 3.
<sup>k</sup>FOXP3: forkhead box P3.
<sup>l</sup>ACTI: actin-related gene 1.
<sup>m</sup>TRAF6: TNF receptor–associated factor 6.
<sup>n</sup>IFNAR: interferon (alpha and beta) receptor.
<sup>o</sup>TGF: transforming growth factor.
<sup>p</sup>SMAD: SMAD family member.
<sup>q</sup>PU.1: spleen focus forming virus (SFFV) proviral integration oncogene.
<sup>r</sup>TSLP: thymic stromal lymphopoietin.
<sup>s</sup>TSLPR: thymic stromal lymphopoietin receptor.
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Table 2. Role of various microRNAs and target genes in the differentiation of Th9\textsuperscript{a} cells in various disease conditions.

<table>
<thead>
<tr>
<th>MicroRNA</th>
<th>Study model</th>
<th>Type of disease</th>
<th>Level of microRNA</th>
<th>Molecular target gene</th>
<th>Differentiation of Th9</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>miR-145</td>
<td>Mouse</td>
<td>Liver cancer</td>
<td>Upregulated</td>
<td>Reducing the expression of HIF-1\textsubscript{a}\textsuperscript{b}</td>
<td>Increased</td>
<td>[94]</td>
</tr>
<tr>
<td>miR-155</td>
<td>Mouse</td>
<td>Wound</td>
<td>Upregulated</td>
<td>Increased c-MAF\textsuperscript{c}, SOCS1\textsuperscript{d}, CXCL1\textsuperscript{e}, CXCL2\textsuperscript{f}, IL-9R\textsubscript{g}/IL-9\textsubscript{h}, IL-17R\textsubscript{i}/IL-17A</td>
<td>Increased</td>
<td>[95]</td>
</tr>
<tr>
<td>miR-155</td>
<td>Human and mouse</td>
<td>Acute graft-versus-host disease</td>
<td>Upregulated</td>
<td>TNF-\textalpha\textsuperscript{j}</td>
<td>Increased</td>
<td>[96]</td>
</tr>
<tr>
<td>miR-15b/miR-16</td>
<td>Mouse</td>
<td>N/A\textsuperscript{k}</td>
<td>Upregulated</td>
<td>Decreased HIF-2\textalpha expression</td>
<td>Decreased the IL-9 level in overexpressed Th9 cells</td>
<td>[97]</td>
</tr>
<tr>
<td>miR-493-5p</td>
<td>Both human and mouse</td>
<td>Asthma</td>
<td>Downregulated</td>
<td>Decreased FOXO1\textsuperscript{l} expression</td>
<td>Decreased</td>
<td>[98]</td>
</tr>
<tr>
<td>miR-143 and miR-145</td>
<td>Mouse</td>
<td>N/A</td>
<td>Upregulated</td>
<td>NFATC1\textsuperscript{m} downregulation</td>
<td>Decreased</td>
<td>[99]</td>
</tr>
<tr>
<td>miR-155</td>
<td>Human</td>
<td>Methicillin-resistant Staphylococcus aureus pneumonia</td>
<td>Upregulated</td>
<td>Decreased SIRT1\textsuperscript{n}</td>
<td>Increased Th9/IL-9</td>
<td>[100]</td>
</tr>
<tr>
<td>miR-148a-3p</td>
<td>Mouse</td>
<td>Allergic rhinitis</td>
<td>Upregulated</td>
<td>Increased IRF-4\textsuperscript{o}</td>
<td>Increased</td>
<td>[101]</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Th9: T helper 9.
\textsuperscript{b}HIF: hypoxia-inducible factor.
\textsuperscript{c}MAF: avian musculoaponeurotic fibrosarcoma oncogene homolog.
\textsuperscript{d}SOCS1: suppressor of cytokine signaling 1.
\textsuperscript{e}CXCL1: chemokine (C-X-C motif) ligand 1.
\textsuperscript{f}CXCL2: chemokine (C-X-C motif) ligand 2.
\textsuperscript{g}IL-9R: interleukin 9 receptor.
\textsuperscript{h}IL: interleukin.
\textsuperscript{i}IL-17R: interleukin 17 receptor.
\textsuperscript{j}TNF: tumor necrosis factor.
\textsuperscript{k}N/A: not applicable.
\textsuperscript{l}FOXO1: forkhead box O1.
\textsuperscript{m}NFATC1: nuclear factor of activated T cells, cytoplasmic, calcineurin dependent 1.
\textsuperscript{n}SIRT1: sirtuin 1.
\textsuperscript{o}IRF: interferon regulatory factor.
**Limitations**

The main limitation of the study is that the analysis is based on an in silico method where only a few specific wild-type samples from data sets of previous studies were included; therefore, further validation of the identified genes and miRNAs is required in various animal models and human diseases. The data sets were compiled using different arrays on the Affymetrix platform, which may account for some of the variability in the results. However, the functional enrichment for the mRNAs highlighted some significant pathways related to immune regulation and its derangements.

**Conclusions**

This study identified common DEGs of ILs, receptors, and TFs that have significantly altered expression between Th2 and Th9 cells. The KEGG pathway enrichment analysis identified cytokines-cytokines interaction, Th1 and Th2 differentiation, T-cell receptor signaling regulation via CTLA4, Fe epsilon signaling, and Th17 cell differentiation as the significant pathways affected by the identified DEGs. Our study identified hitherto unexplored possible associations between Th9 and disease states. The interactome analysis also identified pathways that are involved in various metabolic diseases, allergic and pulmonary diseases, carcinomas, neuropsychiatric disorders, autoimmune diseases, and infectious diseases, where differentiation of Th2 to Th9 may play a crucial role. The scarcity of studies on the role of Th9 in metabolic diseases highlights the lacunae in this field. Thus, our study provides the rationale for exploring the role of Th9 in various metabolic disorders.
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Abbreviations

**ACT1**: actin-related gene 1

**ACTRRII**: activin receptor type 2

**AHRR**: aryl-hydrocarbon receptor

**ALK4**: activin A receptor, type 1B

**ATF6**: activating transcription factor 6

**BAFT**: basic leucine zipper transcription factor

**BCL6**: B-cell leukemia/lymphoma 6

**BMP7**: bone morphogenetic protein 7

**BTAFF1**: B-TFIID TATA-box binding protein associated factor 1

**CCL1**: chemokine (C-C motif) ligand 1

**CCL20**: chemokine (C-C motif) ligand 20

**CCR6**: chemokine (C-C motif) receptor 6

**CD**: cluster of differentiation

**CGRP**: calcitonin/calcitonin-related polypeptide, alpha

**CTLA**: cytotoxic T lymphocyte–associated protein

**CX3CR1**: chemokine (C-X3-C motif) receptor 1

**CXCL1**: chemokine (C-X-C motif) ligand 1

**CXCL2**: chemokine (C-X-C motif) ligand 2

**DC**: dendritic cell

**DEG**: differentially expressed gene

**DR3**: death-domain receptor 3 (tumor necrosis factor receptor superfamily)

**EAE**: autoimmune encephalomyelitis

**EP300**: E1A binding protein p300

**FOXO1**: forkhead box O1

**FOXp2**: forkhead box P2

**FOXp3**: forkhead box P3
GATA3: GATA binding protein 3
GEO: Gene Expression Omnibus
GO: The Gene Ontology
GREIN: GEO RNA-seq Experiments Interactive Navigator
HIF: hypoxia-inducible factor
IBD: inflammatory bowel disease
IF1: NDV-induced circulating interferon
IFN: interferon
IFNAR1: interferon (alpha and beta) receptor 1
IFNAR2: interferon (alpha and beta) receptor 2
IFNGR1: interferon gamma receptor 1
IFNGR2: interferon gamma receptor 2
IL: interleukin
IL-1RI: interleukin 1 receptor, type I
IL-1RL1: interleukin 1 receptor-like 1
IL-1RL1: interleukin 1 receptor-like 1
IL-2R: interleukin 2 receptor, alpha chain
IL-4R: interleukin 4 receptor, alpha
IL-4RA: interleukin 4 receptor, alpha
IL-6R: interleukin 6 receptor, alpha
IL-7R: interleukin 7 receptor
IL-9R: interleukin 9 receptor
IL-10R2: interleukin 10 receptor, beta
IL-12RB1: interleukin 12 receptor, beta 1
IL-12RB1: interleukin 12 receptor, beta 1
IL-17R: interleukin 17 receptor A
IL-17RB: interleukin 17 receptor B
IL-23R: interleukin 23 receptor
IRAK: interleukin-1 receptor-associated kinase 1
IRF1: interferon regulatory factor
JAK2: Janus kinase 2
JUN: Jun proto-oncogene
KEGG: Kyoto Encyclopedia of Genes and Genomes
MAF: avian musculoaponeurotic fibrosarcoma oncogene homolog
MAPK: mitogen-activated protein kinase
MS: multiple sclerosis
MYD88: myeloid differentiation primary response gene 88
NFATC1: nuclear factor of activated T cells, cytoplasmic, calcineurin dependent 1
NFATC2: nuclear factor of activated T cells, cytoplasmic, calcineurin dependent 2
NF-κB: nuclear factor kappa B
NICD1: notch1 intracellular domain 1
NOTCH1: neurogenic locus notch homolog protein 1
p53: transformation-related protein 53
PD1: programmed cell death protein 1
PDL2: programmed cell death 1 ligand 2
PPARG: peroxisome proliferator–activated receptor gamma
PPI: protein-protein interaction
PU.1: spleen focus forming virus (SFFV) proviral integration oncogene
R2: ribonucleotide reductase M2
RORA: RAR-related orphan receptor alpha
SATB1: special AT-rich sequence binding protein 1
SGK1: serum/glucocorticoid regulated kinase 1
SHP2: protein tyrosine phosphatase, non-receptor type 11
SIRT1: sirtuin 1
SLE: systemic lupus erythematosus
SMAD3: SMAD family member 3
SMAD4: SMAD family member 4
SMAD6: SMAD family member 6
**SOCS1**: suppressor of cytokine signaling 1  
**STAT**: signal transducer and activator of transcription  
**TGF**: transforming growth factor  
**Th**: T helper  
**TL1A**: tumor necrosis factor (ligand) superfamily, member 15  
**TLR**: Toll-like receptor  
**TNF**: tumor necrosis factor  
**TRAF6**: TNF receptor–associated factor 6  
**TSLP**: thymic stromal lymphopoietin  
**TSLPR**: thymic stromal lymphopoietin receptor
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Abstract

Background: COVID-19 and Middle East Respiratory Syndrome are two pandemic respiratory diseases caused by coronavirus species. The novel disease COVID-19 caused by SARS-CoV-2 was first reported in Wuhan, Hubei Province, China, in December 2019, and became a pandemic within 2-3 months, affecting social and economic platforms worldwide. Despite the rapid development of vaccines, there have been obstacles to their distribution, including a lack of fundamental resources, poor immunization, and manual vaccine replication. Several variants of the original Wuhan strain have emerged in the last 3 years, which can pose a further challenge for control and vaccine development.

Objective: The aim of this study was to comprehensively analyze mutations in SARS-CoV-2 variants of concern (VoCs) using a bioinformatics approach toward identifying novel mutations that may be helpful in developing new vaccines by targeting these sites.

Methods: Reference sequences of the SARS-CoV-2 spike (YP_009724390) and nucleocapsid (YP_009724397) proteins were compared to retrieved sequences of isolates of four VoCs from 14 countries for mutational and evolutionary analyses. Multiple sequence alignment was performed and phylogenetic trees were constructed by the neighbor-joining method with 1000 bootstrap replicates using MEGA (version 6). Mutations in amino acid sequences were analyzed using the MultAlin online tool (version 5.4.1).

Results: Among the four VoCs, a total of 143 nonsynonymous mutations and 8 deletions were identified in the spike and nucleocapsid proteins. Multiple sequence alignment and amino acid substitution analysis revealed new mutations, including G72W, M2101I, L139F, 209-211 deletion, G212S, P199L, P67S, I292T, and substitutions with unknown amino acid replacement, reported in Egypt (MW533289), the United Kingdom (MT906649), and other regions. The variants B.1.1.7 (Alpha variant) and B.1.617.2 (Delta variant), characterized by higher transmissibility and lethality, harbored the amino acid substitutions D614G, R203K, and G204R with higher prevalence rates in most sequences. Phylogenetic analysis among the novel SARS-CoV-2 variant proteins and some previously reported β-coronavirus proteins indicated that either the evolutionary clade was weakly supported or not supported at all by the β-coronavirus species.

Conclusions: This study could contribute toward gaining a better understanding of the basic nature of SARS-CoV-2 and its four major variants. The numerous novel mutations detected could also provide a better understanding of VoCs and help in identifying suitable mutations for vaccine targets. Moreover, these data offer evidence for new types of mutations in VoCs, which will provide insight into the epidemiology of SARS-CoV-2.

(JMIR Bioinform Biotech 2023;4:e43906) doi:10.2196/43906
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**Introduction**

The emergence of SARS-CoV-2 during the early months of 2020 made headlines worldwide. Since then, several new variants of SARS-CoV-2 have emerged and are classified based on their ability to cause a threat to public health in two groups: variants of concern (VoCs) and variants of interest (VoIs) [1]. VoCs are defined as variants with specific genetic markers causing mutations that facilitate virus transmissibility, reduce the accuracy of diagnostic results, and reduce antibody neutralization acquired through natural infection or vaccination [2]. VoCs are associated with the level of virus transmissibility, infection, reduced effectiveness of vaccines and treatments, failure in virus detection, and reduced levels of neutralizing antibodies generated during previous vaccination or infection. The main SARS-CoV-2 VoCs that emerged include the Alpha (B.1.1.7), Beta (B.1.351), Gamma (P.1), Delta (B.1.617.2), and the most recent Omicron variants [2].

The first reported VoC, B.1.1.7 (Alpha variant), was isolated in the United Kingdom in December of 2020 [3,4], which contained a total of 23 mutations [5]. These mutations directly affect the open reading frame (ORF)1ab and ORF8 regions of the spike (S) protein as well as the nucleocapsid (N) protein [6]. The Alpha variant was characterized by substantially higher levels of infectivity and transmissibility. A total of seven mutations were reported in the S protein of this variant, including N501Y, A570D, D614G, P681H, T716I, S982A, and D1118H, along with two deletions (ΔE69-70 and ΔA145) [7]. In addition, several mutations were identified in the N protein sequence of the Alpha variant, including D3L, P13L, D103Y, S197L, S188L, S93I, I292T, R203K, G204R, S190I, S194L, S202N, S235F, D348H, and D401Y [8].

The second reported VoC of SARS-CoV-2, B.1.351 (Beta variant), was identified during the second wave in Africa in October 2020 [9]. This variant included a total of nine point mutations (L18F, D80A, D215G, R246I, K417N, E484K, N501Y, D614G, and A701V) and three deletions (Δ242-Δ244) in the S protein, but only one mutation in the N protein (T205I) [10,11]. Subsequently, another VoC, P.1 (Gamma variant), was first identified in Brazil at the end of January 2021 [12] harboring 10 mutations in the S protein (L18F, T20N, P26S, D138Y, R190S, K417T, E484K, N501Y, H655Y, T1027I) [2,12] and 3 mutations in the N protein (R203K, G204R/X, P80R) [13,14].

Among the other reported VoCs, B.1.617.2 (Delta variant), the most dominant variant of SARS-CoV-2, was first detected in India during the second wave of the COVID-19 outbreak in April 2021 [15]. The Delta variant harbored 10 point mutations (T19R, G142D, R158G, L452R, T478K, D614G, P681R, and D950N) [2] and two deletions (Δ156, Δ157) in the S protein, but the most lethal among them were L452R and P681R [15,16], as isolates carrying these mutations were responsible for most of the deaths in India and other countries. Moreover, Delta acquired several mutations in the N protein, including G18C, D63G, L139F, R203M, G215C, A252S, S327L, D377Y, and R385K [17,18].

In addition to the S and N proteins, all of these reported VoCs comprise the other main structural proteins of SARS-CoV-2, membrane protein (M) and envelope protein (E). Each protein of the virus plays a vital role and also takes part in the replication cycle. The S protein is required for the attachment and amalgamation of the virus to host cell surface receptors, which enables the virus to enter the host cell [19]. The main function of the N protein is to form the nucleocapsid by binding to the RNA genome of the virus, which has unique properties compared to the other proteins. The shape of the virus envelope is developed with the help of M protein, which is present in abundance inside the virus and also facilitates interactions with other viral proteins as well as in organizing the assembly of proteins. E protein is the smallest SARS-CoV-2 protein, whose function remains somewhat mysterious. During replication, E protein is abundantly expressed in the host cell, whereas only a small portion of the protein is incorporated into the virus envelope [20]. Almost all of the major structural proteins possess mutations at the receptor-binding domain (RBD) and N-terminal domain sites [21], and they have one mutation in common (N501Y) except for the Delta variant [21].

Recent studies have shown that several mutations are responsible for the spread and lethality of SARS-CoV-2, with more than 10 SARS-CoV-2 variants reported to date that are categorized as either VoCs or VoIs [3]. However, it remains unclear how these sequences are mutating during transfer of the virus from person to person. To answer this question, a total of 127 full-length amino acid sequences of SARS-CoV-2 isolates from 14 countries submitted to NCBI up to July 15, 2021, were retrieved to investigate and identify amino acid substitutions in SARS-CoV-2 lineages and their mutational pattern in major structural proteins.

In this study, we used bioinformatics methods to identify nonsynonymous mutations in the S and N proteins of the four main VoCs of SARS-CoV-2 and to determine how they affect the structure and functional dynamics of the virus. This analysis will help to better understand the epidemiology of SARS-CoV-2 and its emerging VoCs, which might ultimately identify suitable mutations as new vaccine targets.

**Methods**

**Data Source**

On the basis of a high predominance rate, the data were collected from isolates reported in 14 countries (Pakistan, Turkey, China, Iran, Morocco, United States, United Kingdom, France, Italy, Spain, India, Japan, Egypt, and Russia). A total of 127 nucleotide sequences of SARS-CoV-2 were retrieved from the National Center for Biotechnology Information (NCBI) Virus SARS-CoV-2 Data Hub [22] along with their major structural proteins (Table 1).

SARS-CoV-2 sequences for the four respective proteins (S, N, M, and E) were downloaded in FASTA format. Reference sequences were also considered for data comparison. A total of 127 amino acid sequences were obtained for analysis, which were converted into nucleotides using the online reverse translation tool Sequence Manipulation Suite.
Quality Profiling for Sequence Selection and Phylogenetic Analysis

Quality profiling for sequence selection was performed to differentiate between countries according to the epidemic record. This study included four types of SARS-CoV-2 variants taking into account their S and N proteins. Data were compared by constructing phylogenetic trees for each protein. All other types of SARS-CoV-2 variants and their respective proteins were excluded from the analysis.

The phylogenetic tree was constructed from 127 sequences of the major proteins along with the corresponding reference protein sequences (S protein: YP_009724392; N protein: YP_009724393; M protein: YP_009724397; and E protein: YP_009724390). Protein sequences of β-coronavirus strains were selected as outgroups: human coronavirus (hCoV)-NL63 (YP_003767), hCoV-229E (NP_073551), hCoV-OC43 (YP_009555241), Middle East Respiratory Syndrome (MERS; YP_009047204), and SARS (NC_004718).

Multiple sequence alignment was performed and phylogenetic trees were constructed by the neighbor-joining method with 1000 bootstrap replicates using MEGA (version 6) [23]. The FASTA file was computed with a gap-opening penalty of 15 and gap-extension penalty of 6.66, maintaining a delay divergent cutoff of 30%. Amino acid substitutions that were unique to the S, N, M, and E proteins, amino acid sequences were analyzed using MultAlin (version 5.4.1) [20] and each mutation was recorded separately.

This tool enabled identifying the exact location of the mutation in the genome sequence of each strain by providing the position of the mutated site.

Ethics Considerations

This study was based on analysis of secondary data that are publicly available at NCBI [22] and did not require any ethical approval.

Results and Discussion

Mutation Hotspots in the S Protein of SARS-CoV-2 Variants

The main VoCs of SARS-CoV-2 all contain the four major structural proteins S, N, M, and E, and numerous studies have elucidated similarities and differences among the viral genomes and their proteins using different types of bioinformatics tools [23]. Among the isolates of the 14 countries considered in this study, strong evidence was found for occurrence of the D614G mutation (see Multimedia Appendix 1), indicating replacement of the amino acid aspartic acid (D) with glycine (G) at position 614 in the sequence. The D614G mutation affects the interaction with the host receptor angiotensin-converting enzyme 2 (ACE2), resulting in greater stability and the ability to transmit more efficiently, although binding of the mutant was not as competent as compared to the normal binding of the viral protein [24]. The majority of the Pakistan isolates (MW421982–92) also carried the D614G mutation along with some unreported additional mutations, including P26L, D80Y, S813N, Q1207H, D1163Y, and T1117I (see Multimedia Appendix 1). Two of the Egyptian isolates (MW533286, MW533289) displayed unique mutations (Q23X, S12X, Q677X, and P681X), where the amino acids glutamine (Q), serine (S), and proline (P) were replaced with an unknown amino acid (X) at different positions. These mutations might be important for the future study of the mechanism underlying virus lethality. A much higher rate of mutations along with D614G was observed in the UK isolate MT906649, with a series of novel mutations (T22X, P25X, G142X, Y144-5X, S735X, K1191X) identified in which the amino acids tyrosine (Y), threonine (T), proline (P), lysine (K), and glycine (G) were substituted to result in a change of the conformation of S protein (see Multimedia Appendices 1 and 2).

Another mutation of concern identified in S protein was A570D, in which alanine (A) was replaced by aspartic acid (D) at position 570, which was found to co-occur with a Δ145 deletion and three other mutations: T716I, where tryptophan (T) was replaced by isoleucine (I) at position 716; S982A, where serine (S) was replaced by alanine (A) at position 982; and D1118H, where aspartic acid (D) was replaced by histidine (H) at position 1118 (Multimedia Appendix 1). The mutations A570D, T716I, S982A, and D1118H were a result of a series of accumulated mutations, which collectively increased the lethality and transmissibility of the virus [25]. These mutations were observed

Table 1. Number of isolates corresponding to the sequences retrieved from various nations.

<table>
<thead>
<tr>
<th>Variant of SARS-CoV-2</th>
<th>Countries</th>
<th>Number of isolates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference sequence</td>
<td>China</td>
<td>1</td>
</tr>
<tr>
<td>β-Coronavirus isolates</td>
<td>United States</td>
<td>5</td>
</tr>
<tr>
<td>Alpha variant</td>
<td>Pakistan, Turkey, China, Iran, Morocco, United States, United Kingdom, France, Italy, Spain, India, Japan, Egypt, Russia</td>
<td>78</td>
</tr>
<tr>
<td>Beta variant</td>
<td>United States, Italy, Spain, France, India</td>
<td>20</td>
</tr>
<tr>
<td>Gamma variant</td>
<td>United States, Italy, Pakistan, Spain, Egypt, India</td>
<td>15</td>
</tr>
<tr>
<td>Delta variant</td>
<td>India, Egypt, United States, Spain</td>
<td>10</td>
</tr>
</tbody>
</table>
in isolates from the United States, India, Italy, and Spain simultaneously; nevertheless, the US isolates (MW725912, MW725900, MW725904, MW725907, MW712865, MW712862, MW712864, MW725917, and MW725924) also harbored the mutation G72W, in which glycine (G) was replaced by tryptophan (W) at position 72, with along D614G although the effect of this mutation remains unknown. The co-occurrence of the mutation A570D with D614G and S982A was also observed in some isolates of Italy (MW491232, MW711159), the United States (MZ311101 and MW725906), and India (MW600456), with no other novel mutations identified in these cases (Multimedia Appendices 1 and 2). The mutations A570D, D614G, and S982A correspondingly help in minimizing contact between the individual trimeric spike promoter chains, thereby promoting increased cleavage between the S1 and S2 domains of S protein to consequently enhance the host fusion capability while rearranging the overall dynamic structure of the virus [26].

The third most prominent mutation identified was N501Y, in which asparagine (N) was replaced by tyrosine (Y) at position 501 of the S protein (Multimedia Appendix 1). The transmissibility of the virus harboring the N501Y mutation (located at the receptor-binding motif) increased by 70%-80% and this mutation also improved the binding affinity of the virus onto host cells [27]. This mutation in combination with 7 other mutations (A570D, P681H, T716I, S982A, D1118H, and Δ69-70, ΔA145) were termed to be “mutations of major concern” [27, 28] and were consistently detected in isolates from the United States, India, Italy, and Spain. The deletion of histidine at position 69 (ΔH) and valine at position 70 (ΔV) also evolved in other variants (Multimedia Appendix 1) and are considered to be responsible for increasing the transmissibility as well as infectivity of the virus, along with causing S gene target failure, resulting in nondetection of the virus [7, 29]. Another deletion of tyrosine at position 144 (ΔY144) was considered to be responsible for changing the conformation of the S protein’s surface, thereby facilitating evasion of host immunity and increasing infection [30]. Apart from these mutations, deletions at position 85-89 (Δ85-89) in a Spanish isolate (MW715071) along with other unique mutations of S protein, such as V90T (in which valine is replaced by threonine at position 90), A93Y (in which alanine is replaced by tyrosine at position 93), and Δ138H (in which aspartic acid is replaced by histidine at position 138), were also observed (Multimedia Appendices 1 and 2). Although the specific function of these mutations remains unknown, their identification and further analysis may help to better understand virus structure and lethality.

Additionally, the trio mutations A220V (alanine replaced by valine at position 220), ORF10 V30L, and Spike A222V, were identified in the S and N proteins of Spanish isolates (MW715068-MW715080). These mutations formed different types of clades when combined with other mutations [31], although the A220V mutation was identified with no additional mutations from the reported data. Furthermore, some of the main mutations included in South African variants were L18F (leucine replaced by phenylalanine at position 18), D80A (aspartic acid replaced by alanine at position 80), D215G (aspartic acid replaced by glycine at position 215), R246I (arginine replaced by isoleucine at position 246), K417N (lysine replaced by asparagine at position 417), and E484K (glutamic acid replaced by lysine at position 484), along with N501Y, D614G, and A222V. The mutations K417N, E484K, and N501Y located in the RBD help the virus in binding to the ACE2 receptors of host cells [9, 10]. A recent study also reported that the E484K mutation might alter the conformation of S protein, thereby affecting the neutralizing capability of the antibody response in host cells, as cases of reinfection were also increased in patients with isolates harboring the E48K mutation at the peak (ie, the majority of the isolates possessed the E484K mutation) during mid-2021 [27]. Several studies have also reported the E484K mutation as a major cause of decreased effectiveness of current vaccines [27, 32]. The mutations N501Y and E484K along with L18F and K417T/N are considered to decrease ACE2 binding affinity [33] and were reported in isolates from Italy (MW642250 and MW642248) and the United States (MZ320527). Some of the mutations of the Alpha and Gamma variants, such as N501Y, D614G, E484K, A701V, and N501Y, were also observed in isolates from Italy and the United States (Multimedia Appendices 1 and 2).

As the variants continued to spread across different regions, another VoC emerged in Spain toward the end of 2020. This variant possessed an exceptional mutation, A222V (alanine replaced by valine at position 222), in the S protein (Multimedia Appendix 1). The mutation A222V alone had no direct impact on transmissibility of the virus, in contrast to the effect of D614G [34]; however, in combination with other Beta variant mutations such as L18F, D80A, K417N, E484K, N501Y, A701V, D215G, and deletions at position 242-244 (A242-D244), A222V causes a severe hindrance in antibody binding [29]. We found these mutations combined with D614G in Spanish isolates (MW715072 and MW715075). A new type of deletion (A139-D144) was also observed in two isolates from Spain (MW715068 and MW715078) along with the L18F, A222V, and D614G mutations (Multimedia Appendices 1 and 2).

In addition to the Alpha and Beta variants, another VoC was the Brazil variant, which consists of mutations almost identical to S protein mutations of the Beta variant (N501Y, E484K, A701Y) except for the K417T mutation, where lysine (K) was replaced by threonine (T) at position 417, also causing a decrease in ACE2 binding affinity [33]. The dominance of these mutations in many VoCs that play an important role in ACE2 binding affinity during viral attachment [33] might also increase the chances of reinfection [35]. These mutations occurred in isolates from Italy (MW642250, MW642248, MW711159, and MW491232), the United States (MZ320527), and France (MW580244) (Multimedia Appendices 1 and 3).

As compared to other VoCs, the Delta variant was of major concern, which consists of four types of signature mutations: L452R, T478K, D614G, and P681R. The P681R mutation, in which proline (P) was replaced by arginine (R) at position 681, increased the rate of the cleavage process in S1 and S2 subunits (at the furin cleavage site), facilitating virus transmissibility [33, 36]. A famous virologist at Cornell University in New York stated that “This little insert (P681R) sticks out and hits you in the face” [36]. The P681R mutation was considered to be responsible for the rapid spread of SARS-CoV-2 around the
globe [36]. These signature mutations (L452R, T478K, D614G) were observed in isolates from Egypt (MW533290), India (MZ310590 and MZ310591), and Spain (MW715070) (Multimedia Appendix 4). L452R is the only S protein mutation that clasps the virus with the host cell surface, facilitating injection of the viral genetic material into host cells [4]. The L452R mutation was identified in isolates from the United States (MW725963) and Spain (MW715074) along with D614G, covering more than 90% of variants that emerged since 2020, conferring the virus with increased replication and infectivity abilities [24,36] (Multimedia Appendices 1 and 4).

These data demonstrated that the UK variant 20I/N501Y.V1 derived from lineage B.1.1.7 and the Brazil variant 20I/501Y.V2 derived from lineage B.1.351 (termed P.1) consisted of several mutations at specific points of the nucleic acid sequence, causing several physical changes as well as functional changes affecting virus lethality.

**Mutation Hotspots in N protein of SARS-CoV-2 Variants**

Among the other structural proteins of SARS-CoV-2, N protein, which is known to be more stable and conserved than other proteins, consists of three domains: the N-terminal domain, serine/arginine-rich linker region, and C-terminal domain [37]. The function of N protein is to make the nucleocapsid for the virus by binding to its RNA genome [38]. A few mutations have been observed in the N protein of the Alpha variant, including D3L (aspartic acid replaced by leucine at position 3), R203K (arginine replaced by lysine at position 203), G204R (glycine replaced by arginine at position 204), S194L (serine replaced by leucine at position 194), and S235F (serine replaced by phenylalanine at position 235), along with a single mutation of the Beta variant (T205I, in which threonine is replaced by isoleucine at position 205). Few mutations were observed in the Gamma variant, including R203K and G204R/X. Moreover, the N protein of the Delta variant exhibited the mutations R203M (arginine replaced by methionine at position 203), G204R, and D377Y (aspartic acid replaced by tyrosine at position 377).

The tetrad mutations D3L, R203K, G204R, and S235F were observed in isolates from the United States (MW712861-64, MZ311101, and MW725900-24), Italy (MW711159, MW491232), India (MW600456-58), and Spain (MW715071). The extraordinary sequence of Spain (MW715070) also possesses the peculiar mutations G212X and G25X, in which glycine is replaced by an unknown residue at positions 25 and 212 (Multimedia Appendix 2), whereas a Pakistan isolate (MW422070) harbors the mutations R203K, G204R, and D614G of the Alpha variant along with an additional mutation A152X, where alanine (A) is replaced by an unknown amino acid residue (X) at position 152 (Multimedia Appendix 3). The mutations R203K, G204R, and D614G also increase viral infectivity due to a higher replication rate; thus, the presence of the dual mutation R203K/G204R in N protein along with the D614G and N501Y mutations of S protein result in an overall increase in the severity of disease and viral infectivity in the host body [14].

The R203K/G204R and N501Y mutations were also associated with disease severity, infectivity of the virus, and an increase in the mortality rate of host cells [41,42]. The combinations of R203K/G204R and N501Y along with the P80R, K417T, and E484K mutations were observed in isolates from Italy (MW642250, MW642248), the United States (MZ320527), and France (MW580244) (Multimedia Appendices 3 and 5). Conversely, the Delta variant possesses the R203M, G204R, and D377Y mutations that might cause a functional disruption in viral efficiency [14]. The trio mutations R203M, G204R, and D377Y were only observed in isolates of India (MZ702716, MZ310590, MZ310591) (Multimedia Appendices 4 and 5).

Furthermore, one of the mutations of interest in N protein was S194L, which is in a region responsible for protein oligomerization [43] (formation of hetero oligomers), and these hetero oligomers form an N-M protein complex that is critical for virus assembly [43,44]. The mutation S194L was identified with no other co-occurring mutations in isolates from India (MZ310512, MW600461-63), the United States (MW725958), and Iran (MT889692) (Multimedia Appendices 2 and 5). The S194L mutation was also identified during the SARS outbreak in 2003 [39]. In addition, another mutation, T205I, was frequently identified in the majority of the global variants evaluated, including isolates from Spain (MW715082, MW715069), France (MW580244), the United States (MW725963), and India (MW595912, MW595915, MW595914, MZ310507) (Multimedia Appendix 6).

**Mutation Hotspots in M and E Proteins of SARS-CoV-2 Variants**

M protein interacts with the S and E proteins to establish the traditional shape of the virus envelope, and also helps in connecting as well as organizing other proteins of the virus [45]. We identified only five mutations in M protein in our sequence analysis: V70L (valine replaced by leucine at position 70), F28X (phenylalanine replaced by an unknown amino acid at position 28), E12X (glutamic acid replaced by an unknown amino acid at position 12), I82T (isoleucine replaced by threonine at position 82), and C193S (cysteine replaced by serine at position 193).
position 82), and deletion at position 72 (Δ72) (Multimedia Appendices 7 and 8). The Δ72 deletion was observed in an isolate from Spain (MW375731), which also contains the S protein mutation D614G (Multimedia Appendix 1). The E12X and F28X mutations were observed in a UK isolate (MT906649), which also possesses the mutation D614G of S protein and the T30I and L51X mutations of E protein (Multimedia Appendix 7). The I82T mutation was present in an Indian isolate (MZ702716) that also harbored the T182I mutation of E protein (Multimedia Appendix 7); L452R, T478K, D614G, P681R mutations of S protein (Multimedia Appendix 1); and the N protein mutations R203M and D377Y from the Delta variant (Multimedia Appendix 5). The last mutation V70L was observed in an isolate from Egypt (MW533290), which stands out from all other sequences because it consists of top controversial mutations (as these mutations were present in almost every variant of SARS-CoV-2 from the S protein of the Alpha (D614G) and Delta (P681R) variants, as well as N protein mutations from the Gamma variant (R203K, G204X) (Multimedia Appendices 5, 7 and 8).

E protein of SARS-CoV-2 plays a significant role in the assembly, pathogenesis, envelope formation, and budding of the virus [7]. As the smallest of the major structural proteins, the expression of E protein is abundant inside the host cell, but only a small portion of this protein is incorporated into the virus envelope [46]. We identified five mutations in E protein: L28P (leucine replaced by proline at position 28), T30I (threonine replaced by isoleucine at position 30), S15X (leucine replaced by unknown amino acid at position 51), V58F (valine replaced by phenylalanine at position 58), and P71L (proline replaced by leucine at position 71) (Multimedia Appendices 7 and 8). The mutation V58F was present in an isolate from India (MW596595), in addition to the D614G mutation of S protein (Multimedia Appendix 1) and T205I mutation of N protein (Multimedia Appendix 5). The L28P mutation was observed only in an Iran isolate (MT949881) with no other major mutations present. The third mutation, P71L, was present in US isolates (MW725914 and MW725923), along with the D614G, R203K, and G204R mutations. The mutation P71L was also observed in an isolate from France (MW580244), along with the N501Y and E484K mutations and the A701V mutation from S protein of the Gamma variant. In contrast, mutations T30I and L51X were observed in a UK isolate (MT906649) along with D614G (from S protein), E12X, and F28X (from M protein) (Multimedia Appendices 1, 5, 7 and 8).

According to the predicted functions of these major mutations, it was concluded that four mutations from M protein and five mutations from E protein of SARS-CoV-2 variants along with other mutations of S and N proteins might increase the transmissibility, susceptibility, and lethality of the virus [8]. Additionally, analysis of the mutational patterns showed that the SARS-CoV-2 variants displayed unique mutations in isolates from different countries (Multimedia Appendix 9).

**Phylogenetic Analysis**

Along with an overall visual investigation of the relevant mutations, phylogenetic analysis was performed to analyze the evolutionary relationships among different strains of SARS-CoV-2.

Analysis of the nodes of the tree constructed with S protein sequences showed that hCoV-NL63 (YP_003767) and hCoV-229E (NP_073551) displayed a strong association (100%), while SARS-CoV (NC_004718) and MERS-CoV (YP_009047204) exhibited strongly associated clades (76%). Moreover, the reference sequence of S protein (YP_009724392) presented a weak association (68%) and was distantly related to S protein sequences of other β-coronaviruses. In addition, the majority of the SARS-CoV-2 variants displayed no support to the reference sequence clades with some being only distantly related. Therefore, the level of observed clades in each strain differed, providing a set of contradictory nodes during cladogram comparison among S protein variants (Figure 1).

The cladogram of N protein showed a different pattern than that constructed for S protein. All four β-coronavirus sequences of N protein exhibited strong associations among each other (100%), but there was no support for an association to the reference sequence of N protein (YP_009724393). The clades of India (QQY49667, QQY6769) and the United States (QSU75744, QSU75637) were well-associated (79%-84%). The repeatability of bootstrap values below 50% was high, whereas few clades possessed weak or strong associations. Overall, no evolutionary relationship was observed among the clades of the reference sequence and retrieved nucleotide sequences (Figure 2).

The clades of M and E proteins of the examined isolates along with their reference sequences (YP_009724397 and YP_009724390) showed no association with the β-coronavirus species, whereas the β-coronavirus species displayed strong associations among themselves (100%) (Multimedia Appendix 10). Overall, the neighbor-joining trees for the four major proteins indicated total divergence among β-coronavirus species and retrieved sequences of SARS-CoV-2, and there was only weak or no support between the SARS-CoV-2 clades. The length of the branches of the neighbor-joining tree represents the genetic distance between species (Figures 1-2, Multimedia Appendix 10). Moreover, all the alternative and noncontradictory nodes as well as the repeatability of bootstrap values were rejected in this analysis.
Figure 1. Neighbor-joining phylogenetic tree of SARS-CoV-2 spike (S) protein. The tree is divided into seven groups: Group 1 (B.1.1.7) showed 9 mutations of the Alpha variant (A501Y, A570D, D614G, P681H, T716I, S982A, D1118H, and deletion 69-70, 144 in red); Group 2 (B.1.1.7) showed the most prominent mutation (D614G in green); Group 3 (P.1 and B.1.351) of the Beta and Gamma variants comprises two mutations (E484K and N501Y in blue); Group 4 (B.1.617.2) of the Delta variant showed two mutations (D614G and L452R in pink); Group 5 (B.1.617.2) of the Delta variant showed three mutations (D614G, P681R, and L452R in brown); Group 6 (B.1.351) of the Beta variant has three mutations (D614G, L18F, and A222V in orange); and Group 7 represents the β-coronavirus (BCOV) strains used as outgroups for data comparison.
Figure 2. Neighbor-joining phylogenetic tree of SARS-CoV-2 nucleocapsid (N) protein. The tree is divided into eight groups: Group 1 (B.1.1.7, in red) showed four mutations of the Alpha variant (D3L, S235F, R203K, and G204R); Group 2 (B.1.1.7, in dark blue) showing three mutations (S235F, R203K, and G204R); Group 3 (B.1.1.7, in indigo) showing one mutation (S194L); Group 4 (P.1, in green) of the Gamma variant showing two mutations (R203K and G204X); Group 5 (P.1) of the Gamma variant showing two mutations (R203K and G204R, in sky blue), and P80R, R203K, G204R (in parrot green); Group 6 (B.1.351, in orange) of the Beta variant harboring the T205I mutation; Group 7 (B.1.617.2, in pink) of the Delta variant showing three mutations (D377Y, R203M, and G204R); and Group 8 representing the β-coronavirus (BCOV) strains used as outgroups for the comparison of mutations (grey).

Conclusion
The world has witnessed a global pandemic during the 21st century and the majority of nations have contributed to the development of vaccines. Nevertheless, there have been obstacles in the distribution of the vaccines, including a lack of fundamental resources, poor immunization, and manual vaccine replication. Overall, this study can offer a better understanding of the main VoCs of SARS-CoV-2. Several new mutations were detected in this study (see Multimedia Appendix 11), which may contribute to gaining a better understanding of the VoCs as well as in identifying suitable mutations for vaccine targets. These data can further provide evidence for new types of mutations in VoCs, which will help in gaining a better understanding of the epidemiology of SARS-CoV-2 and its dynamic mutational patterns.
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Abstract

Background: There is a great need to develop a computational approach to analyze and exploit the information contained in gene expression data. The recent utilization of nonnegative matrix factorization (NMF) in computational biology has demonstrated the capability to derive essential details from a high amount of data in particular gene expression microarrays. A common problem in NMF is finding the proper number rank (r) of factors of the degraded demonstration, but no agreement exists on which technique is most appropriate to utilize for this purpose. Thus, various techniques have been suggested to select the optimal value of rank factorization (r).

Objective: In this work, a new metric for rank selection is proposed based on the elbow method, which was methodically compared against the cophenetic metric.

Methods: To decide the optimum number rank (r), this study focused on the unit invariant knee (UIK) method of the NMF on gene expression data sets. Since the UIK method requires an extremum distance estimator that is eventually employed for inflection and identification of a knee point, the proposed method finds the first inflection point of the curvature of the residual sum of squares of the proposed algorithms using the UIK method on gene expression data sets as a target matrix.

Results: Computation was conducted for the UIK task using gene expression data of acute lymphoblastic leukemia and acute myeloid leukemia samples. Consequently, the distinct results of NMF were subjected to comparison on different algorithms. The proposed UIK method is easy to perform, fast, free of a priori rank value input, and does not require initial parameters that significantly influence the model’s functionality.

Conclusions: This study demonstrates that the elbow method provides a credible prediction for both gene expression data and for precisely estimating simulated mutational processes data with known dimensions. The proposed UIK method is faster than conventional methods, including metrics utilizing the consensus matrix as a criterion for rank selection, while achieving significantly better computational efficiency without visual inspection on the curvatives. Finally, the suggested rank tuning method based on the elbow method for gene expression data is arguably theoretically superior to the cophenetic measure.

(JMIR Bioinform Biotech 2023;4:e43665) doi:10.2196/43665
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Introduction

Nonnegative matrix factorization (NMF) algorithms have been advanced for the application fields of bioinformatics, artificial intelligence [1], signal processing systems [2], and music signal processing systems [3]. Lee and Seung [4] formulated a parts-based illustrated algorithm to solve the problem of the NMF puzzle. Furthermore, various algorithms have been established to develop a solution to the NMF problem depending on the field [5-8].

Several approaches have been developed for clustering samples, mutational processes, and gene expression levels that draw similar expression motifs [4,9-11]. However, cancer analysis and classification based on genomic data offers a more powerful method that approach the sensitivity of advanced computational techniques to tackle certain problems such as modeling multiple, heterogeneous populations and reducing the number of variables (genes or mutations). Consequently, the choice of a trivial number of discriminatory features from thousands of features enhances crafting successful pinpointing classification systems [12-14]. Although neural networks are prone to overfitting, if the examined structure is noisy, as in the case of tumor expression profiling [15], Pal et al [12] suggested a variation of a multilayer perceptron network for biomarkers identification. Nevertheless, these approaches have severe constraints in capturing the entire framework essential in the data. Moreover, they generally highlight the dominant forms in a data set and cannot detect different signatures with a universal standard. Thus, an unbiased technique is needed for deciphering many clusters without visual inspection that is also capable of utilizing a computational program.

A common problem in conventional multivariate data analysis methods such as factor analysis (FA), principal component analysis (PCA), cluster analysis, and NMF is to detect the proper number of factors, principal components, clusters, and ranks, respectively. Item redundancy is common in long questionnaires such as those used in a pilot questionnaire study, arguing for the examined structure is noisy, as in the case of tumor expression profiling [15], Pal et al [12] suggested a variation of a multilayer perceptron network for biomarkers identification. Nevertheless, these approaches have severe constraints in capturing the entire framework essential in the data. Moreover, they generally highlight the dominant forms in a data set and cannot detect different signatures with a universal standard. Thus, an unbiased technique is needed for deciphering many clusters without visual inspection that is also capable of utilizing a computational program.

The aim of this study was to utilize the unit invariant knee (UIK) method for obtaining related biological and molecular correlations in gene expression data. The UIK method is used to catch compositions essential for the data and to offer biological understanding by systematizing both the features and samples. The approach is based on a “knee point” and its unit invariant estimation using the extremum distance estimator method introduced by Christopoulous [17]. In this regard, NMF decomposes the gene expression data set into fragments of evocative features such as metagene and mutational signatures. When applying this method to conventional factorization techniques such as PCA or FA with World Values Survey Wave 5 United States data [18], certain factors (elements) clearly explained the questionnaire responses (1="Not at all like me"...6="Very much like me") [19,20].

Therefore, given an NMF method and a data set (a target matrix), the tens of thousands of genes regarding a small number of signatures can be analyzed. Gene expression patterns of samples can then be studied to determine the expression motifs of the signatures. The signatures define an interesting decomposition of genes, analogous to the motifs of Hutchins et al [10] in which the first value is selected where the residual sum of squares (RSS) curvature presents an inflection point. The machinery of the UIK method can then be used to detect this inflection and expression motifs define a robust clustering of samples.

In this study, the elbow technique was considered for model selection utilizing alternative parsing and its robustness was evaluated [19,21]. The idea behind this approach is to develop an unbiased computable optimization point of the RSS curve that can then be used to select tuning parameters. The UIK method has proven to be useful for a variety of models, from classifying recordings of echolocation to a decision of predictive models for soil carbon at the field scale [22,23], but has not been used for NMF on genetic data to date. The advantage of the UIK method relative to the cophenetic measure method [24,25], as another NMF rank estimation measure, is that UIK yields a closed-form formula that can provide greater insight and computational speed in simulations, which can then be applied for selecting the rank of NMF for real high-dimensional hyperspectral data.

Finally, this study applies the combination of NMF and the UIK method (designated the uikNMF method) to simplify cancer classification tasks by clustering tumor samples and mutational signature data sets. This enables illustrating numerous sturdy decompositions of genetic and mutational signatures from experimental and simulated data sets.

Methods

NMF Approach

Given a target matrix $V^{\text{max}}$, NMF identifies nonnegative matrices such that $N^{\text{max}}$ and $M^{\text{max}}$ (ie, with all entries≥0) to present the matrix decomposition as:

$$V \approx NM$$ (1)

In practice, N is typically viewed as a basis or metagens matrix, and the mixture coefficient matrix and metagene expression profiles refer to the matrix N. The rank factorization is chosen such that $r \leq \min(m,n)$. The goal behind this selection is to explain and split the details classified among $V$ into $r$ factors (ie, the columns of N). Given a matrix $V^{\text{max}}$, NMF finds two nonnegative matrices, $N^{\text{max}}$ and $M^{\text{max}}$ (ie, with all elements≥0), to represent the decomposed matrix as

$$V \approx NM,$$

for instance by natural demanding of nonnegative N and M to minimize the reconstruction error:

$$\|V – NM\|_2, \text{ subject to } N \geq 0, M \geq 0$$ (2)

In this case, we consider a gene expression data set characterized by the expression levels of $m$ genes (probes) by $n$ samples of unique tissues, cells, cell lines, time points, or experiments. The
number \( m \) of genes usually ranges from hundreds to thousands, and the \( n \) of experiments or patients is typically 100 for gene expression research. The gene expression data set is presented by a matrix of expression \( V \) of size \( N \times M \), whose rows consist of the expression levels of \( m \) genes and columns consist of \( n \) samples.

The aim is to identify a small number of rank factorizations, each defined as a positive linear combination of the \( V \) target matrix. The positive linear combination of metagenes is described by the gene expression motif of the samples. To obtain a dimensional reduction of the microarray data and evaluate the distinctions among samples, NMF was implemented utilizing R statistical environment version 3.6.3 with the “NMF” package [26].

**Cophenetic Measure**

In the framework of classification analyses, Brunet et al [9] suggested utilizing the *cophenetic correlation coefficient* as a metric asset of the clusters. Furthermore, a cophenetic measure was proposed as one of the metrics utilizing the consensus matrix as a criterion for rank selection [25]. Studying the values of the consensus matrix as a similarity metric, the cophenetic correlation coefficient is defined as the correlation between the sample distances induced by the consensus matrix and the cophenetic distances obtained by its hierarchical clustering.

**Proposed UIK Method**

Hutchins et al [10] demonstrated how the variation in the RSS of the estimated matrix resulting from NMF analysis reveals a robust approximation of the proper number of elements (\( r \)). They employed Lee and Seung’s [4] algorithm to select \( r \), in which the plot of the RSS presents the first inflection point. In practice, the rank factorization \( r \) can be computed with a considerably smaller number of iterations, typically 20-30 runs for each value of \( r \). In contrast, an optimal NMF interpretation requires a couple of hundred random restarts, which is computationally costly.

For instance, a fundamental step for any unsupervised algorithm is to determine the optimal number of clusters (\( k \)) into which the data may be clustered [27]. The *elbow method* is one of the most popular methods to determine the optimal value of such components of optimum features [17,18]. The utilization of UIK methodology for identification of the knee (elbow) point of a curve has consistently proven to be immensely advantageous in a wide variety of studies to locate the optimal number of “components” on a scree plot of k-means, PCA, FA, and NMF [27-32].

In many cases, utilization is referred to as uik(x,y), where x is the vector of ranks, components, clusters, or factors and y is the related vector of the RSS curve [10,22,33]. In regression analysis, the term mean squared error (MSE) is sometimes used to refer to the unbiased estimate of error variance (ie, the RSS divided by the degrees of freedom). Ulfarsson and Solo [34] proposed a metric for rank selection in NMF by selecting the tuning parameters of an unbiased computable estimator of the MSE [25]. Thus, as illustrated in Figure 1, the aim is to find an inflection where \( r \) meets the proper number of the factorization ranks utilizing the “elbow point,” which is virtually the point where a severely decreasing or increasing curve begins to turn “flat enough” [19,20,22,33,35]. Furthermore, this study considered the function of the rank factorization curve and used the function uik() from the R package *inflection* to select the optimal rank [33,36,37]. The uik() function detects the factorization rank when the curve begins to climb faster (start point) and the point beyond which the curve flattens out (ending point), which are generally known as the *knee points* of a curve (Figure 1). In Figure 1, the emergence of factorization rank for the Golub et al [38,39] gene expression data set is shown on the rank survey plot. The optimal rank of the RSS plot is in between knee points detected by the uik() function of the R package *inflection* at the curve to which the cumulative rank factorization belongs.
Cross-validation

This study used cross-validation to select an optimal number of implicit elements in NMF. The goal of NMF is to obtain low-dimensional N and M with all nonnegative elements by minimizing the reconstruction error $|V - NM|^2$. Leaving out a single entry of V (e.g., $V_{ab}$) and implementing NMF of the resulting matrix may produce a different result than the actual result. In other words, finding N and M while minimizing reconstruction error over all nonmissing entries results in:

$$\sum_{ij \neq ab} (V_{ij} - [NM]_{ij})^2$$

Consequently, the left-out element $V_{ab}$ can be predicted by calculating $[WH]_{ab}$ and then determining the prediction error as:

$$E(ab) = (V_{ab} - [WH]_{ab})^2$$

One can repeat this process by crossing out all entries of $V_{ab}$ one at a time and adding up the error of prediction overall, $a_{ab}$ and $b_{ab}$. This will lead to the predicted residual sum of squares (PRESS) value. The PRESS value is defined as $E(r) = \sum_{ij} E(ab)$, which will strongly depend on the rank r. The prediction error, $E(r)$, will have a minimum defined as an “optimal rank” r.

Since the NMF must be reiterated for each crossed-out value and might also be difficult to code (depending on the target matrix entries and how smooth it is to implement NMF with missing values), this can be a computationally expensive procedure. For instance, in PCA, one can avoid this by crossing out entire rows of V, which eventually speeds up the computing [40]. All the traditional cross-validation rules can apply here. Therefore, by not including multiple entries instead of a single entry and iterating the computation process by bootstrapping the entries instead of looping over all the entries, both techniques can help speed up the procedure.

Note that various techniques have been developed to select the optimal rank factorization. For example, Brunet et al [9] suggested seizing the first value of r for which the cophenetic coefficient value was decreasing, whereas Frigyesi et al [11] considered the smallest value at which the decrease in the RSS is lower than the decay of the RSS simulated from random data. The aim of this study was to decide how and which approach performs better on an estimation of the latent factors given different algorithms of NMF.

Gene Expression Data Set

This study illustrates the utilization of NMF based on the UIK method to select the optimal rank on the RSS curve with a leukemia gene expression data set (esGolub) in simplifying cancer subtypes [38,41,42]. This data set has been used in several previous studies on NMF and is built in the NMF package’s data [9,26,43], packed into an ExpressionSet object [39]. To achieve biologically meaningful results, we used the entire gene expression data set including 5000 features for 38 leukemia samples. The difference between acute myelogenous leukemia and acute lymphoblastic leukemia (ALL) has been noted. ALL is also separated into two subtypes: T-cell and B-cell ALL.

Furthermore, this data set has served as a touchstone in cancer classification at the molecule, histology, and stage levels [38,44]. In this study, this data set was reprocessed to compare several clustering techniques regarding their effectiveness and permanence in recuperating other differentially expressed genes (DEGs) and associated pathways. Before the NMF procedure, dimension reduction is recommended for larger gene expression...
data sets by nonspecific criteria based on the characteristics of the expression estimates (ie, the mean threshold of variance and genes with the smallest average variances) [45].

For example, by looking at the NMF rank survey plot of RSS in Figure 1, we want to decide how many basis vectors we should keep to obtain the optimal rank of the target (original) matrix. To achieve such a task, an unbiased technique for deciding the number of clusters without visual interpretation that is simultaneously capable of utilizing a computational program is needed.

**Simulated Mutational Processes Data**

The simulated mutational process data obtained from Alexandrov et al [46] is publicly available as a MATLAB file on SigProfiler [47]. They identified the handful of functional processes for a group of 100 simulated cancer genomes based on the repeatability of their signatures and low error for reconstructing the novel catalogs. The data set was generated by employing 10 mutational processes with different signatures (motifs), each with 96 mutation types, and adding a Poisson noise. The data also correspond to the six subtypes: C:G to A:T, C:G to G:C, C:G to T:A, T:A to A:T, T:A to C:G, and T:A to G:C and their immediate 5′ and 3′ sequence background.

Analyses were performed utilizing the R programming language. Before the procedure, the low-quality genes with an inadequate number of reads were eliminated and gene expression values were converted to a logarithmic scale. The data set (Table 1) was then normalized by computing the averages of each sample in R. The NMF R package was used to draw plots of rank surveys using the plot() function [48]. Rank survey analysis was performed to compare the optimal rank with distinct methods using the inflection package’s uik() and check_curve() functions [36]. The readMat() function of the R.matlab package [49] was used to import the simulated mutational processes data (Table 1) from the MATLAB file into the R environment (see Supplementary Data S1 in Multimedia Appendix 1).

**Table 1.** Gene expression and simulated mutational data sets.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Size</th>
<th>Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>esGolub gene expression</td>
<td>5000x38</td>
<td>38</td>
</tr>
<tr>
<td>Mutational processes</td>
<td>100x96</td>
<td>96</td>
</tr>
</tbody>
</table>

**Results**

**Applications of NMF Based on the UIK Method**

**Leukemia (esGolub) Data Set**

The present results are based on the NMF package of Gaujoux and Seoighe [26] combined with the technique introduced by Hutchins et al [10] (Figure 1). However, as shown in Figure 2, this study also tested other algorithms taken from the “brunet” and “nsNMF” algorithms to illustrate remarkable differences. It is important to emphasize that there is no remarkable base in the experimental data examined herein. Consequently, it is not possible to demonstrate considerable doubt that the proposed approach operates effectively on the experimental data set. As indicated in Figure 2, the uik() function selects the optimal rank as the curve starts to decline faster (start point) and the point beyond that the curve flattens out (ending point), which are generally known as the knee points of a curve (Figure 1). The UIK method identified 15 components for the brunet algorithm, whereas the nsNMF algorithm detected 14 latent factors as the best representation for the whole esGolub data set.

By simply looking at the cophenetic correlation or RSS plots of rank factorization in Figure 3A, one can confirm that the optimum rank factorization is 3. For performance reasons, the submatrix esGolub (1:200) was initially performed with only 10 runs for each rank value. As demonstrated in Figure 3B, the UIK method of optimal rank factorization was validated by comparing with Gaujoux’s estimates of the esGolub subdata set [50] (also see Supplementary Data S2 in Multimedia Appendix 1). Consensus methods converged on a rank of 3, replicating the result of Brunet et al [9], in which it was proposed that 3 factors yielded a more complete understanding of the esGolub data set with 200 features from 38 leukemia samples.

Figure 2. Application of the unit invariant knee (UIK) method on different algorithms: (A) “Brunet” and (B) “nsNMF.” The optimal rank, which UIK represents, is 15 for the Brunet algorithm, whereas the UIK of the nsNMF algorithm reveals 14 as an optimum rank, similar to the “Lee” algorithm.
Simulated Mutational Process Data

It is challenging to observe the rank factorization of the simulated data on the cophenetic coefficient curve (Figure 4A). Moreover, there is no clue in deciding rank factorization simply by observing the cophenetic correlation (Figure 4A) and the RSS (Figure 4B) plots. Nevertheless, the UIK method successfully validated the results of Alexandrov et al [46] and calculated 10 mutational signatures for the simulated data. From the perspective of Frigyesi et al [11], Figure 4B further demonstrates that the actual optimal value of r=10 with the UIK method evaluates the ability of each value of the rank to classify the samples into the same number of classes, which could be smaller than the cophenetic measure (Figure 4A). Despite a decline in the cophenetic correlation coefficient value for r=5, 8, 10, the clusters are stationary and reflected as robust by Brunet et al [9], which produces unmeaningful results that match the actual signatures. Alexandrov et al [46] considered that the biological significance of the 10th cluster, for r=10, is less clear with the cophenetic measure. The sharp decrease in the cophenetic correlation coefficient at r=13 indicates that substantially less stability is achieved using more than 10 clusters. Since this approach does not always provide a clear and consistent cutoff for the choice of r, Alexandrov et al [46] utilized the average silhouette width of the N clusters as a measure of reproducibility for the whole solution. Here, the method of UIK estimation with the former results of actual signatures according to Alexandrov et al [46] was validated (see Supplementary Data S3-S4 in Multimedia Appendix 1).

Figure 4. (A) It is complicated to locate the optimal rank with the cophenetic correlation coefficient approach. (B) However, the unit invariant knee (UIK) method can facilitate this decision more quickly and more accurately, which agrees with the number of signatures detected by Alexandrov et al [46]. RSS: residual sum of squares.
Discussion

Principal Results
The novel finding of this study is the ability to apply the UIK method in selecting optimal ranks based on the RSS curve of factorization ranks of the NMF technique. First, this study employed the Golub et al [38] data set and simulated mutational process data [46,47] utilizing the UIK method, which does not require averaging out the results from different runs of the nmf() function [50] or considering the variance between each run.

In the second module, the UIK precisely estimates simulated data with known dimensions. The UIK technique is free of a priori rank parameter input and does not require setting initial parameters that considerably affect the performance. Finally, this method was tested on gene expression data deconvolution, achieving optimal rank estimation.

The proposed uikNMF technique was tested on both experimental gene expression and simulated mutational processes data sets. Moreover, our recent study of utilization of the UIK technique on NMF revealed the genetic links of type 2 diabetes (T2D) that could lead to the development of Alzheimer disease (AD) [51]. The study extracted the most significant genes, or so-called “metagenes,” using the elbow method in T2D data, which may be helpful for gaining insight into the mechanism of AD and the development of related therapeutics.

This study further shows that the UIK method provides a credible prediction for gene expression data and precisely estimates simulated data with known dimensions. The proposed UIK method based on the RSS curve’s first inflection point to estimate the optimal rank is theoretically superior or equivalent to existing implementation and software. All the undertaking is done with R programming and is freely available.

As future work, some software functionality ideas include adapting the UIK method on NMF rank estimation in a single function package to accommodate analyses of gene expression, mutational processes, and other biological data sets at the molecular level.

Limitations
The analysis has some limitations such that other NMF packages or software on gene expression research were not tested. This study demonstrates that the UIK method provides a credible prediction for gene expression data. However, it was simply assumed that the same algorithms of NMF are used, as far as the RSS and residual curves would be approximated the same way so that the UIK method would result in the same optimal ranks.

Comparison With Prior Work
One of the arguments related to the choice of rank is to remove noise and recover the signatures [52]. However, when it comes to NMF, the choice of noise is not obvious as the noisy version of the target matrix must be nonnegative as well, which suggests that injected noise may also introduce bias [53]. In addition, the selection of the noise distribution is yet another hyperparameter that is not obvious to select. To handle the noise issue, it is suggested to use gene expression data sets (ie, microarrays) with low-quality reads and genes with a very low number of reads removed before DEGs analysis. The DEGs would then be used as the target matrix for the uikNMF method, as previously demonstrated with T2D gene expression data [51].

Several methods have been developed to select the optimal rank factorization [50]. For example, Brunet et al [9] proposed grabbing the first value of r for which the cophenetic coefficient rate was declining, whereas Frigyesi et al [11] pondered the minimum value at which the decrease in the RSS is lower than the decay of the RSS simulated from random data. The aim of this study was to develop a method for deciding how and which approach performs better on an estimation of the latent factors on given different algorithms of NMF.

Conclusions
This study demonstrates that the elbow method provides a credible prediction for both gene expression data and for precisely estimating simulated mutational processes data with known dimensions. The suggested UIK method is faster than conventional methods with regard to usage of the consensus matrix as a benchmark for rank choice, while achieving considerably better computational adeptness without visual inspection on the curvatives. It is further argued that the suggested rank tuning method based on the elbow method with gene expression data is theoretically superior to the cophenetic measure. Lastly, the proposed method could be applied to other types of gene expression data sets to reveal the most significant genes (so-called “metagenes”) in various diseases, including T2D and other metabolic diseases, and may further be helpful for understanding the underlying mechanism of AD and related neurological disorders.

Data Availability
The Golub gene expression [38] and simulated mutational processes [46] data sets are publicly available. The data and related R studio codes supporting the findings of the article are available in Multimedia Appendix 1.
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Multimedia Appendix 1
Alexandrov et al [46] simulated mutational signatures data summary (Supplementary Data S1). Implementation of the comparison of Gaujoux estimates of the esGolub subdata set with the unit invariant knee (UIK) method (Supplementary Data S2). The rank survey plot of Alexandrov et al [46] simulated mutational signatures data (Supplementary Data S3). Application of the UIK method on Alexandrov et al [46] simulated mutational signatures data (Supplementary Data S4).
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Abstract

Background: A thorough understanding of the patterns of genetic subdivision in a pathogen can provide crucial information that is necessary to prevent disease spread. For SARS-CoV-2, the availability of millions of genomes makes this task analytically challenging, and traditional methods for understanding genetic subdivision often fail.

Objective: The aim of our study was to use population genomics methods to identify the subtle subdivisions and demographic history of the Omicron variant, in addition to those captured by the Pango lineage.

Methods: We used a combination of an evolutionary network approach and multivariate statistical protocols to understand the subdivision and spread of the Omicron variant. We identified subdivisions within the BA.1 and BA.2 lineages and further identified the mutations associated with each cluster. We further characterized the overall genomic diversity of the Omicron variant and assessed the selection pressure for each of the genetic clusters identified.

Results: We observed concordant results, using two different methods to understand genetic subdivision. The overall pattern of subdivision in the Omicron variant was in broad agreement with the Pango lineage definition. Further, 1 cluster of the BA.1 lineage and 3 clusters of the BA.2 lineage revealed statistically significant signatures of selection or demographic expansion (Tajima’s D < −2), suggesting the role of microevolutionary processes in the spread of the virus.

Conclusions: We provide an easy framework for assessing the genetic structure and demographic history of SARS-CoV-2, which can be particularly useful for understanding the local history of the virus. We identified important mutations that are advantageous to some lineages of Omicron and aid in the transmission of the virus. This is crucial information for policy makers, as preventive measures can be designed to mitigate further spread based on a holistic understanding of the variability of the virus and the evolutionary processes aiding its spread.

(JMIR Bioinform Biotech 2023;4:e40673) doi:10.2196/40673
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Introduction

The past 2 decades have witnessed multiple zoonotic coronavirus outbreaks, with the latest being the COVID-19 outbreak, which was caused by SARS-CoV-2. The virus emerged in Wuhan, China, and it quickly spread across the globe, resulting in more than 6.5 million deaths [1-3]. SARS-CoV-2 is a Betacoronavirus with a positive, single-stranded RNA genome. The genome is approximately 30 kilobases in length and encodes for 26 proteins (16 nonstructural, 4 structural, and 6 accessory proteins; Figure 1) [4,5].
Extensive genomic surveillance programs were established across the globe to monitor the evolution of the virus. This resulted in an exponential increase in the number of SARS-CoV-2 genomes that has in turn presented a unique set of challenges for data analysis [6-9]. With over 10 million genome sequences already available, new algorithms are being designed to tackle the deluge of data [6-9]. Most available analytical tools are designed to identify the overall evolutionary relationship between various lineages. However, obtaining a finer-level understanding of the diversity and subdivision within a lineage can provide important insights into pathogen evolution, particularly during ongoing pandemics [6]. Pango lineage classification is one such nomenclature method for identifying fine-scale, phylogenetically relevant clusters of SARS-CoV-2 based on the mutations in the spike protein [6].

In this study, we used population genomics methods to understand the subdivision of the Omicron lineage of SARS-CoV-2 as it spread across the globe, in an attempt to elucidate the evolutionary history of the variant. The Omicron variant was first identified within Botswana, Southern Africa, in November 2021, and within a short span of time, it emerged as the main variant driving SARS-CoV-2 infections across the globe, replacing the Delta variant [10,11]. The Omicron variant was also of immediate concern due to the large number of mutations observed in its spike protein (Figure 1). Among the 60 mutations that this variant accumulated when compared to the reference Wuhan sequence, the majority were concentrated in the spike protein (38 mutations in the BA.1 lineage and 31 mutations in the BA.2 lineage; Figure 1) [12,13]. Some of these mutations increased both the transmission ability and the antibody escape of the virus, allowing the Omicron variant to rapidly spread across the globe [11,13]. Given the high infection rate and rapid spread of the virus across the globe, alternative methods for inspecting fine-scale subdivision and transmission are necessary to understand the evolution of the virus and devise any strategy to reduce its spread. Thus, we investigated the subdivision and demographic history of the BA.1 and BA.2 lineages of Omicron, along with identifying mutations that are correlated with the spread of the virus.

**Methods**

**Data Matrix and Cleanup**

We downloaded 20,067 SARS-CoV-2 genome sequences belonging to the Omicron lineage, which were available up to January 31, 2022, from the GISAID (Global Initiative on Sharing All Influenza Data) repository (Multimedia Appendices 1 and 2), retaining only high-coverage genomes (<1% undetermined nucleotide bases; <0.05% unique amino acid mutations) and genomes with a collection date for this study. Only sequences obtained from humans were used for all analyses. We retained 20,067 genomes, which were further filtered for quality by using Nextclade CLI (Nextstrain) [14]. Nextclade examines each query sequence for flaws that could suggest sequencing or assembly errors and assigns a score for each sequence. The quality score of a sequence is determined based on hamming distances. In VENAS, we first estimated the effective parsimony-informative sites and minor allele frequency, using default settings, and retained 5253 genomes. Further, we assigned the lineage for each sequence by using the pangolin web server (versions 3.1.20 and 4.0.6; accessed on March 3 and May 6, 2022, respectively) [6].

**Genetic Subdivision Analysis**

We used two different approaches to understand the population subdivision within our SARS-CoV-2 data set. For the first approach, we reconstructed an evolutionary network by using the program VENAS (Viral Genome Evolution Network Analysis System) [15]. VENAS can analyze thousands of genomes in a short span of time (a few minutes) and is a useful tool for tracking changes across a transmission chain. It identifies mutations across alignments and constructs a network based on hamming distances. In VENAS, we first estimated the effective parsimony-informative sites and minor allele frequency, using default settings, and retained 5253 genomes. These were then used to construct an evolutionary network, which was viewed in Cytoscape 3.9.1 (Cytoscape Consortium).
by using the prefuse force-directed method [16]. Finally, we
analyzed the BA.1 (n=260) and BA.2 (n=4993) lineages
separately to understand the fine-scale subdivision within each
lineage.

For the second approach, we used the discriminant analysis of
principal components (DAPC) method to understand the
fine-scale subdivision patterns observed in each lineage (based
on the Pango lineage definitions mentioned in the Data Matrix
and Cleanup section). The DAPC is a useful method for
detecting subdivision, as it maximizes between-group
differences while minimizing within-group variability [17]. It
is a relatively fast method for detecting complex subdivision
patterns from genomic data. We used the filtered genomes
obtained from VENAS and performed a DAPC for both lineages
by using the R adegenet package (R Foundation for Statistical
Computing) [17,18]. We first identified the optimal number of
clusters within each data set, using the K-means algorithm, and
then performed the DAPC. We further identified the unique
mutations for each of the DAPC clusters and only considered
mutations that were present in at least 70% of the sequences
belonging to the cluster.

Genomic Diversity and Selection Analysis

To estimate the level of genomic diversity within our data set,
we characterized all substitutions in reference to the Wuhan
genome by using VENAS. We considered all 14,003
good-quality sequences and identified the mutations for the 12
functional open reading frames (ORFs). We further estimated
Tajima’s D values for the spike protein sequences for all of the
clusters identified in the DAPC, using MEGA (Molecular
Evolutionary Genetics Analysis; version 10.2.6 [Pennsylvania
State University]) [19]. The Tajima’s D test is widely used to
identify signatures of microevolutionary forces, such as
population fluctuations and selections acting upon populations.
We estimated the Tajima’s D value for each genetic cluster
identified by the DAPC to avoid confounding effects of
population subdivision.

Results

Genetic Subdivision

We observed signatures of genetic subdivision in the BA.1 and
BA.2 lineages of the Omicron variant. The patterns were broadly
concordant between both approaches—the evolutionary network
approach conducted in VENAS and the statistical approach
using the DAPC. Although VENAS produced numerous nodes
and groups (BA.1: n=111; BA.2: n=1046), these were nested
within fewer, broader subdivisions retrieved by the DAPC
(Figure 2). We identified 5 clusters for the BA.1 lineage and
10 clusters for the BA.2 lineage, using the DAPC. However,
when we visualized our results, we observed that 2 clusters for
the BA.1 lineage were clubbed together, and 4 clusters for the
BA.2 lineage were clubbed together (Figure 2B and Figure 2D).
Further, no sequences were assigned to clusters 1 and 3 for the
BA.2 lineage. Thus, effectively, only 4 clusters for the BA.1
and BA.2 lineages were identified by the DAPC method. Private
mutations were identified for 5 clusters (Figure 2B and Figure
2D).
**Genomic Diversity**

A detailed inspection of the pattern of substitution among the study genomes revealed that, as expected, the spike protein, ORF1a, and ORF1b harbored the maximum number of variations (Figure S1 in Multimedia Appendix 1). Gene coding for the envelope protein had the lowest rate of change. The most frequent mutations observed within our panel of genomes were C to T transition and G to T transversion (Figure S2 in Multimedia Appendix 1). Tajima’s D values for the spike protein sequences were negative for all of the DAPC clusters, with significant values observed only for 4 clusters (Tajima’s D<−2; Table 1).
Table 1. Tajima’s D estimates for the various clusters that were identified by using the discriminant analysis of principal components.

<table>
<thead>
<tr>
<th>Cluster ID</th>
<th>Number of sequences</th>
<th>Sampling location</th>
<th>Number of segregating sites</th>
<th>θ</th>
<th>Nucleotide diversity</th>
<th>Tajima’s D</th>
</tr>
</thead>
<tbody>
<tr>
<td>BA.1 lineage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cluster 1</td>
<td>41</td>
<td>Belgium, Germany, India, Japan, Mexico, Romania, South Africa, Switzerland, Taiwan, and United States of America</td>
<td>16</td>
<td>0.00293</td>
<td>0.00071</td>
<td>−2.425328a</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>12</td>
<td>Denmark, Germany, India, Mexico, and United States of America</td>
<td>7</td>
<td>0.00182</td>
<td>0.00095</td>
<td>−1.866946</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>40</td>
<td>Denmark, England, Germany, India, Japan, Slovenia, South Africa, Switzerland, Taiwan, Thailand, and United States of America</td>
<td>11</td>
<td>0.00203</td>
<td>0.00073</td>
<td>−1.948315</td>
</tr>
<tr>
<td>Cluster 4</td>
<td>16</td>
<td>Denmark, England, Germany, India, Romania, South Africa, Spain, and Switzerland</td>
<td>8</td>
<td>0.00189</td>
<td>0.00105</td>
<td>−1.598913</td>
</tr>
<tr>
<td>Cluster 5</td>
<td>1</td>
<td>South Africa</td>
<td>N/Ab</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>BA.2 lineage</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cluster 1</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Cluster 2</td>
<td>61</td>
<td>Australia, Denmark, India, Singapore, and South Africa</td>
<td>8</td>
<td>0.001343</td>
<td>0.00028</td>
<td>−2.08083a</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Cluster 4</td>
<td>31</td>
<td>Denmark, India, Norway, and Singapore</td>
<td>2</td>
<td>0.000393</td>
<td>0.00010</td>
<td>−1.50558</td>
</tr>
<tr>
<td>Cluster 5</td>
<td>207</td>
<td>Denmark and Singapore</td>
<td>19</td>
<td>0.002527</td>
<td>0.00032</td>
<td>−2.31247a</td>
</tr>
<tr>
<td>Cluster 6</td>
<td>632</td>
<td>Denmark, Singapore, and South Africa</td>
<td>50</td>
<td>0.005591</td>
<td>0.00027</td>
<td>−2.59423a</td>
</tr>
<tr>
<td>Cluster 7</td>
<td>40</td>
<td>Denmark</td>
<td>3</td>
<td>0.000554</td>
<td>0.00019</td>
<td>−1.4309</td>
</tr>
<tr>
<td>Cluster 8</td>
<td>22</td>
<td>Denmark</td>
<td>1</td>
<td>0.000215</td>
<td>0.00007</td>
<td>−1.16240</td>
</tr>
<tr>
<td>Cluster 9</td>
<td>8</td>
<td>Denmark</td>
<td>1</td>
<td>0.000303</td>
<td>0.00020</td>
<td>−1.05482</td>
</tr>
<tr>
<td>Cluster 10</td>
<td>44</td>
<td>Denmark</td>
<td>3</td>
<td>0.000542</td>
<td>0.00027</td>
<td>−1.07839</td>
</tr>
</tbody>
</table>

Tajima’s D values of < −2 indicate significant demographic expansion or selection.

N/A: not applicable.

Discussion

Study Overview

In this study, we investigated the effectiveness of population genomics methods to identify the fine-scale structure and demographic history of the Omicron lineage during the initial spread of the virus. Our study also highlights the utility of population genomics methods in handling large data sets and provides an analytical framework for future studies, which will help with understanding the genetic substructuring of the virus and identifying mutations that are potentially advantageous to the spread of the virus.

Fine-Scale Subdivision Within the Omicron Variant

Using a combination of population genetics methods, this study revealed cryptic, fine-scale substructuring within our data set. We observed a similar pattern of subdivision for each Omicron lineage, using both VENAS and the DAPC (Figure 2). Although both methods use different approaches, together they provide a robust understanding of the finer subdivision patterns within fast-evolving lineages. At the start of this study, Pango lineage definition 3.1.20 was available, which had divided the Omicron sequences into the BA.1, BA.1.1, and BA.2 lineages, and our population genomics–based clustering identified finer-level subdivision within these lineages. With the updated Pango lineage version 4.0.6, there is now a broad agreement in the lineage definitions between our methodology (DAPC and VENAS) and the Pango lineage.

We identified cluster-defining mutations that were later selected for Pango lineage definitions, such as the G22599A and G5924A mutations for BA.1.1 (clusters 1 and 5 in the DAPC) and BA.1.17 (cluster 4 in the DAPC), respectively (Figure 2B). The subdivision observed in our study, as well as some of the cluster-defining mutations (G5924A, G22599A, C2470T, and A29301G), also agrees with recent phylogenetic reconstructions (Figure 2B) [20,21].

We also recovered signatures of fine-scale subdivision within the updated Pango (version 4.0.6) definitions. For example, DAPC clusters 5, 7, and 10, which are all part of the BA.2.9 lineage from Denmark (Figure 2D), were segregated based on 3 unique mutations (Figure 2D). The mutation C22570T is unique to cluster 7, and the mutations C26577G and A1585C are unique to cluster 10 within our data set (Figure 2D). Thus,
our analytical regime could not only retrieve cluster-defining mutations in agreement with other methods but also identify finer subdivisions within existing Pango definitions and associated unique mutations.

**Selection and Demographic History of the Omicron Variant**

Tests for selection revealed that the evolution of the Omicron lineage could be attributed to microevolutionary processes, such as selection and demographic expansion. We used Tajima’s D values to test for deviation of the identified clusters from neutrality. A negative Tajima’s D value reflects a deficit of haplotypes in comparison to the number of segregating sites and is indicative of a recent selective sweep or a population expansion [22]. Significant negative Tajima’s D values were observed for a subset of the DAPC clusters (BA.1 lineage: cluster 1; BA.2 lineage: clusters 2, 5, and 6; Table 1), suggesting that these clusters have undergone rapid expansion, experienced recent selective sweeps, or both. These attributes are indicators of greater transmissibility and thus make these clusters potential targets for surveillance and monitoring programs. For example, the spike protein mutation G22599A (S:R346K) is implicated in providing a transmission advantage and the antibody escape ability to the BA.1.1 variant. Although the population genomics framework adopted in our study identified this diagnostic mutation, which defines cluster 1 of the BA.1 lineage, the test for deviations from neutrality returned a significant negative value only for this cluster (Tajima’s D=−2.425328), indicating the selective advantage, as well as signals of population expansion, of this cluster across the globe (Figure 2B) [23-25].

In addition to G22599A (S:R346K), we also identified the mutation C23664T (S:A701V), which, in conjunction with S:N501Y, provides a mild advantage to the virus by increasing the rate of infection [20]. However, the C23664T mutation is not unique to the Omicron lineage and is also observed in other SARS-CoV-2 variants of concern [20]. Interestingly, cluster 2 of the BA.1 lineage, which did not exhibit a signature of expansion or selection, also harbors 3 unique mutations (C25708T, A29301G, and T10135C), which have been independently identified as suppressor mutations associated with a reduction in the spread of the virus [26] (Figure 2A and Figure 2B; Table 1).

Future research efforts can use a similar analytical framework to swiftly identify mutations that are important for virus evolution, of which some might play an important role in facilitating the spread of a virus, while others may be detrimental to its transmission. We demonstrated that a combination of population genomics methods can be used to recover subtle variations within established lineage definitions and potentially aid in finding variants of concern. The identification of such target mutations is necessary from an epidemiological standpoint, as well as for vaccine development. This study provides an easy analytical framework that can be used by policy makers to identify variants of potential concern and understand the local demographic history and spread of a virus, thereby facilitating disease mitigation.

**Conclusion**

We provide an easy, computationally tractable framework for understanding the genetic subdivision and demographic history of SARS-CoV-2. Our framework can be quickly implemented to identify potentially important mutations that may be driving the spread of the virus. Such information can be very useful for deciphering the pattern of movement of variants and determining correlations with the local history of an outbreak.

**Acknowledgments**

BC acknowledges the startup funding from Trivedi School of Biosciences (TSB), Ashoka University, India. KMG acknowledges the support from the Department of Biotechnology-Ramalingaswami Fellowship (grant BT/HRD/35/02/2006). VL was supported by a TSB fellowship.

We gratefully acknowledge the authors from the originating laboratories, which were responsible for obtaining the specimens, and the submitting laboratories, where genetic sequence data were generated and shared via the GISAID (Global Initiative on Sharing All Influenza Data) Initiative, on which this research is based. A full acknowledgment table can be found in Multimedia Appendix 2.

**Data Availability**

The SARS-CoV-2 sequences analyzed during this study are available in the GISAID (Global Initiative on Sharing All Influenza Data) repository. Details of the sequences are available in Multimedia Appendix 2.

**Conflicts of Interest**

None declared.
Acknowledgment table.

PDF File, 3198 KB - bioinform_v4i1e40673_app2.pdf

References


9. Sokhansanj BA, Rosen GL. Mapping data to deep understanding: Making the most of the deluge of SARS-CoV-2 genome sequences. mSystems 2021 April 26;6(4):e0003522 [FREE Full text] [doi: 10.17375/m systems.00035-22] [Medline: 35311562]


Abbreviations

- **DAPC**: discriminant analysis of principal components
- **GISAID**: Global Initiative on Sharing All Influenza Data
- **MEGA**: Molecular Evolutionary Genetics Analysis
- **ORF**: open reading frame
- **VENAS**: Viral Genome Evolution Network Analysis System
Secure Comparisons of Single Nucleotide Polymorphisms Using Secure Multiparty Computation: Method Development

Andrew Woods¹,², BSc; Skyler T Kramer²,³, BSc; Dong Xu¹,²,³, PhD; Wei Jiang¹, PhD

¹Department of Electrical Engineering and Computer Science, University of Missouri, Columbia, MO, United States
²Christopher S. Bond Life Sciences Center, University of Missouri, Columbia, MO, United States
³Institute for Data Science and Informatics, University of Missouri, Columbia, MO, United States

Corresponding Author:
Dong Xu, PhD
Department of Electrical Engineering and Computer Science
University of Missouri
227 Naka Hall
Columbia, MO, 65211-0001
United States
Phone: 1 5738822299
Email: xudong@missouri.edu

Abstract

Background: While genomic variations can provide valuable information for health care and ancestry, the privacy of individual genomic data must be protected. Thus, a secure environment is desirable for a human DNA database such that the total data are queryable but not directly accessible to involved parties (eg, data hosts and hospitals) and that the query results are learned only by the user or authorized party.

Objective: In this study, we provide efficient and secure computations on panels of single nucleotide polymorphisms (SNPs) from genomic sequences as computed under the following set operations: union, intersection, set difference, and symmetric difference.

Methods: Using these operations, we can compute similarity metrics, such as the Jaccard similarity, which could allow querying a DNA database to find the same person and genetic relatives securely. We analyzed various security paradigms and show metrics for the protocols under several security assumptions, such as semihonest, malicious with honest majority, and malicious with a malicious majority.

Results: We show that our methods can be used practically on realistically sized data. Specifically, we can compute the Jaccard similarity of two genomes when considering sets of SNPs, each with 400,000 SNPs, in 2.16 seconds with the assumption of a malicious adversary in an honest majority and 0.36 seconds under a semihonest model.

Conclusions: Our methods may help adopt trusted environments for hosting individual genomic data with end-to-end data security.

(JMIR Bioinform Biotech 2023;4:e44700) doi:10.2196/44700
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Introduction

Background

With the dramatic decrease in sequencing costs and increase in consumer sequencing organizations, there is no shortage of genomics data. In fact, about 38 million people worldwide had taken a direct consumer genetics test from organizations like 23andMe, Ancestry, and Family Tree DNA by 2021 [1].
such discriminatory acts, detecting and enforcing such a law requires effort that could be mitigated if the company never gets the data in the first place. Traditional cryptographic methods may protect against data leakage, but they often prevent legitimate data queries for research and medical purposes. In today’s ever-growing reliance on such data and collaboration, the need for secure computation on genomic data is rapidly growing. Thus, we propose methods in the realm of secure computation, which allows computation on private or sensitive data. We make use of secure computational methods to do secure similarity measures on genetic data without revealing anything about the data itself.

Genetic data is massive, so there are many different methods of expressing that data depending on the application the data is used for. We focus our attention on variants, which are often reported in the Variant Call Format (VCF) file [2] and can refer to substitutions, insertions, and deletions (indels); copy number variations; and others. These variants correlate with relationships between individuals and can be used to identify such relationships. The correlation carries over to properly chosen subsets of these variations, which we refer to as panels. Using these panels, we can perform operations on smaller sets with a fixed and reduced size to compute the similarity between two individuals more efficiently.

Related Work

There are many other works that discuss secure similarity comparisons of genetic data, typically in the context of approximating edit distance [3-6]. Aziz et al [3] used shingle set intersection as an alternative method of the similarity metric. However, edit distance is not the only method of comparison and lacks much information about the associated genetic material. For example, edit distance is positionally agnostic. Further, computing the edit distance takes \( O(mn) \) time for two strings of length \( m \) and \( n \). Some other methods discussed performing set operations on variants [7], which aim to answer a different question than our approach. Our approach targets how similar two individuals are without identifying any genes or variants while they aim to identify the specific genes in the sets to help look for causal genes in diseases.

Some other works used variation sets to compare two genomes [6,8], but these works have some limitations. For example, the methods by Çetin et al [8] allow a data owner to outsource their data and securely query the data so that the server learns nothing about the VCF data. The specific operation asks if a small set of variants exists in some VCF data. The act of executing the query provides too much information about the stored VCF data and cannot be used for queries from outsiders. Zhu et al [6] focused on looking at small edit sets (VCFs) from shorter sequences and did not look at whole genome similarity, which is what our approach aims to look at. The method by Mahdi et al [4] aimed to securely compute the Hamming distance to search for the most similar sequences in a database using prefix tree queries. However, the method used a trusted party to encrypt the data and distributes decryption keys to researchers, but the expectation of the existence of a trusted party is not practical.

General Approach

In our scheme, we make use of secure multiparty computational techniques to allow secret sharing of filtered variation data. These techniques are built to allow a set of parties to compute on joint data without revealing anything about the input other than what can be derived from the output. Such methods typically use secret sharing schemes or homomorphic encryption schemes, which permit users to perform computations on the encrypted data without first decrypting it.

We consider two entities, each with an individual’s genetic data to compare; both parties then agree on a set of important genetic variants through a public panel and ordering of those variants, and encode their genetic data into a binary vector based on the presence of the selected variants in their VCF files. The owners of the binary vectors then secretly share each element in the vector. Each sharing will consist of pieces, and each piece will be given to one of the computing servers. The servers then compute our protocol on the input shares to produce and send output shares to the user, who then reconstructs the shares to get the result.

In this problem domain, the participating parties (ie, individuals or organizations) can be classified into three categories: (1) database owners, (2) users, and (3) service providers (SPs).

- **Database owners:** These entities could be any health care organization, ancestry company, or genetic profiling company. They provide services for others to query their DNA data but do not want to expose them.
- **Users:** The users are parties who wish to make queries in the database. They may be individual patients, medical doctors looking for treatment for their patients by means of a similar patient query, other data owners, or researchers from universities.
- **Service providers:** The SPs can be any organization that offers computational infrastructures, such as Amazon (Amazon Web Service [AWS]), Microsoft (Azure), and Google (Google Cloud Platform [GCP]).

Note that the roles are not mutually exclusive, and a single party may take on multiple roles without compromising the system’s security. For example, a database owner could play the role of one of the SPs and take part in the computation.

The goal is to provide secure methods to compute set operations on the two input sets of variants, as shown in Figure 1. We include methods to compute the union, intersection, set difference, symmetric difference, and Jaccard similarity on filtered sets of VCFs. We use these methods, for example, to compute the Jaccard similarity between two sets of variants. The protocol is broken up into three phases, the input phase, the computation phase, and the output phase.

- **Computation phase:** The SPs will perform the specified set operations on the sets of single nucleotide polymorphism (SNPs; or other types of variants) retrieving the sizes of the sets. These sizes can then be used to compute similarity metrics between the two input sequences. These similarity metrics can then be used according to the specific application, such as finding the top \( k \) matches.
• Output phase: The SPs receive the shares of the output. After this, the SPs can send their final shares to the user so that the user can reconstruct the result.

Figure 1 illustrates the general process when the parties are interested in the Jaccard similarity. The final values \( J_1, J_2, J_3 \) held by the servers are seemingly random and, thus, do not individually give any information of the actual Jaccard similarity \( J \). However, the full set of values can be used to reconstruct \( J \). Precisely, we have \( J \leftarrow \text{RECONSTRUCT}(\langle p_1, j_1 \rangle, \langle p_2, j_2 \rangle, \langle p_3, j_3 \rangle) \). The user can learn \( J \) by having each server \( p_i \) send their share \( j_i \), then using the \text{RECONSTRUCT} function.

Figure 1. The database owner and the user filter their genomic data for variants and encode them into a binary string (eVariants) of the same length as the selected panel used for comparisons. Elements of the string are 1 if the implicated variant is present or 0 otherwise. They are then secretly shared with the service providers for secure computation. The service providers do not learn anything about the variants because they only receive secret shares of the encoded variants and none of the encoded variants themselves. Next, each player (\( P_i \)) computes the secret share \( j_i \) by using the secret shares received. Each server (\( P_i \)) then sends \( j_i \) to the user. The user then applies these shares to reconstruct the Jaccard similarity \( J \leftarrow \text{RECONSTRUCT}(P_i, j_i) \).

### Contribution

We propose a method to securely compute the Jaccard similarity over two individuals’ filtered set of genetic variants. We use the Multi-Party Secure, Privacy-Preserving, and Decentralized Zeus (MP-SPDZ) framework [9] to test the run time and communication costs of our approach. We also tested our approach on a few different popular secure multiparty computation paradigms considering different adversarial models. We then show that our approach provides useful information about the data when the filtered set is chosen properly. We make use of a highly informative but small SNP panel [10] with 4763 SNPs and VCFs from the Genome in a Bottle (GIAB) data set to show that there exists an SNP panel that can be used to identify familial relationships as an example application of our approach. These results are compared with the genomic comparison software BEDTools [11].

### Methods

#### Preliminaries

In this section, we give an overview of the technical background that is needed for our protocols. We start by describing secure multiparty computation—the foundation that enables the execution of our protocols. We then introduce secret sharing and the two types used in the protocols behind the primitive operations in our protocols. We will then discuss the MP-SPDZ framework and how it helped us test the resource requirements behind our protocols.

#### Threat Model

Secure computation aims to provide guarantees on the privacy of data and correctness of computation. Any situation that potentially compromises these two guarantees is considered a threat. We will assume that the database owner and the user are both semi-honest [12]. This means that the database owner and the user will follow the protocol as prescribed. However, we will consider both honest-but-curious and malicious adversarial models for the computing servers. The protocols we run from
the MP-SPDZ framework are based on those assumptions. The computational costs of the protocols are correlated with the assumptions of the behavior of the adversary. For example, if the adversary may do something not prescribed in the protocol, we must use extra measures to ensure that behavior does not cause any compromises to the security guarantees such as correctness or privacy.

Secure Multiparty Computation

Secure multiparty computation allows a set of \( n \) parties to compute a function over their private inputs without revealing anything about the input other than what can be derived from the output. There are many works providing methods for secure multiparty computation [13-20]. We adapted the methods provided by the MP-SPDZ framework [9] and its protocols. The protocols we used are Semihonest Oblivious Transfer (Semi-OT), MASCOT, Shamir, and Malicious Shamir (Mal-Shamir). Here, OT in Semi-OT and MASCOT both stand for oblivious transfer used to compute multiplication under additive sharing [19,21].

We give a more detailed description of the methods implemented in MP-SPDZ that are used to execute our protocols.

- **Semihonest Shamir (Shamir):** A semihonest protocol based on the Shamir sharing scheme [22]. This protocol requires at least three computing parties to be used. It is the semihonest equivalent of the honest-majority maliciously secure protocol Mal-Shamir. This protocol is referred to as “Shamir” in the MP-SPDZ framework.

- **Mal-Shamir:** A maliciously secure execution of the Shamir protocol. This protocol also requires at least three computing parties and can tolerate a minority of players deviating from the protocol and preserve correctness and privacy. This protocol is referred to as “Mal-Shamir” in the MP-SPDZ framework.

- **Semi-OT:** A semihonest equivalent of the MASCOT protocol, multiplication is based on the OT protocol. This protocol can be executed with as few as two computing parties. This protocol is referred to as “Semi” in the MP-SPDZ framework.

- **MASCOT:** A maliciously secure malicious majority protocol. This protocol makes use of oblivious transfer to compute multiplications and can also be executed with as few as two computing parties [19]. This protocol is referred to as “MASCOT” in the MP-SPDZ framework.

These protocols are specifications on how to perform addition and multiplication in a secure setting. We make use of these specifications so that our protocol can be executed securely. All these specifications rely on a notion called secret sharing.

Secret sharing forms the foundation of many secure multiparty computation protocols. A secret sharing is an encoding such that a single element (referred to here as a secret) is used to generate an array via a stochastic function [GENSHARE in 1]. In a situation where shares should be turned back into the corresponding value, we use a deterministic function known as RECONSTRUCT.

Data

We tested our method on a small data set called GIAB as well as a simulated data set that we used to collect larger unspecified use panels that have no specified use only for measuring the scale of complexity growth as the panel size increases.

The simulated portion of the data was simulated according to the method described by Yue and Liti [23] with the GRCh38 Genome Reference Consortium Human Reference 38 from the University of California, Santa Cruz (UCSC) [24] as our reference genome. Specifically, simuG was used to generate a simulated SNP panel of 1 million SNPs and 2 simulated human VCF files with 5 million SNPs in each. The top \( |k| \) SNPs from the simulated SNP panel were pulled to test the impact of panel size on the protocol. Importantly, the simulated VCF files were simulated such that they only contained SNPs and no other variants.

In the VCF format, a single SNP element is a tuple containing the chromosome, position, reference allele, and alternate allele—labeled as “Chr,” “Pos,” “Ref,” and “Alt” in the VCF file, respectively. The chromosome represents the chromosome on which the SNP is located, the position gives a direct location on the chromosome, the reference allele is the standard base to be compared within this location, and the alternate allele is the nonreference base found in this location for a specific genome. Thus, standard VCFs will only have entries for observed variants, not all possible variants. Other information is also provided in the file, but it is not important for our method.

We also tested our method on the GIAB data set [25]. This data set consists of two families, an Ashkenazim family and a Chinese family. Both families have a mother, a father, and a son. The Ashkenazim data set’s IDs are HG002, HG003, and HG004 for the son, father, and mother, respectively. The IDs of the Chinese family are HG005, HG006, and HG007 for the son, father, and mother, respectively. To use these VCFs in our method, we made use of an SNP panel [10] with 4763 SNPs.

Secure Set Operations

In this section, we provide an overview of the secure operations that would be executed to compare two VCFs with SNP panels. Using the variant panel, we created an \( m \) bit string where each position of the bit string contains a “1” if the implicated variant is in the genome (as indicated by the VCF data) or a “0” otherwise. We can then embed the string into the field \( F \) to perform a computation that allows us to securely perform set operations based on the array. We are interested in the number of elements in a set from set operations. Though our protocols calculate the size of the sets produced by the set operations, they can be easily modified to produce the set itself by skipping the last step.

The protocols we describe in this section use subprotocols implemented by MP-SPDZ, and we denote these subprotocols with \( \pi \). For example, \( \pi_{\text{mul}} \) multiplies two shared values together. These operations require communication between the parties; thus we use this symbol rather than a simple multiplication symbol. However, affine operations such as addition and multiplication by a constant such as 2 do not require...
communication and are not written with a subprotocol symbol \( \pi \).

We converted the two sets of genomic variants, \( A, B \) into two \( m \)-dimensional vectors \( \vec{a}, \vec{b} \). Using these vectors, we can perform elementwise operations on the array to execute set operations and compute any similarity metric that relies on those set operations, such as Jaccard similarity. Here, we provide a formal description of the protocols.

Specifically, let the tuple of the genomic variants be (Chr, Pos, Ref, Alt). To generate the two \( m \)-dimensional vectors, we select a public panel of variants \( S \) to filter off and order to. The vector \( \vec{a} = (a_1, \ldots, a_n) \) is defined to be \( a_i = 1 \) if the \( i \)-th SNP (Chr, Pos, Ref, Alt) \( \in S \cap A \); otherwise \( a_i = 0 \).

After computing step 1 in UNION, \( \vec{a} = 1 \) implies that at least \( \vec{b} = 1 \) or \( \vec{c} = 1 \). This means the sum of the elements of the vector \( \vec{a} \) is equal to the size of the union of the two sets \( A \) and \( B \). Thus, in step 2, UNION computes the sharing of the size of the union.

After step 1 in INTERSECT, \( \vec{a} = 1 \) implies that both \( \vec{b} = 1 \) or \( \vec{c} = 1 \). Thus the sum of the elements in \( \vec{a} \) is equal to the size of the intersection of the two sets \( A \) and \( B \). Thus on step 2, the protocol computes a sharing of the size of the intersection of the two sets.

After step 1 in DIFFERENCE, \( \vec{a} = 1 \) implies that \( \vec{b} = 1 \) and \( \vec{c} = 0 \). This corresponds to being the set difference, so computing the sum of \( \vec{a} \) in step 2 gives us a sharing of the size of the set difference \( A \setminus B \).

After step 1 in SYMDIFFERENCE, \( \vec{a} = 1 \) implies that either \( \vec{b} = 1 \) or \( \vec{c} = 1 \), but not both. Thus, computing the sum in step 2 gives us the size of the symmetric set difference of \( A \) and \( B \).

Jaccard similarity is the ratio of the size of the intersection to the union of the two sets. Since \( A \cap B \subseteq A \cup B \), we have \(|A \cap B| \leq |A \cup B|\) and that \( J \in [0, 1] \). Here, we use our previous protocols to first compute the sizes of the union and intersection, and we use the results to compute the Jaccard similarity.

Network Setup
We had two different scenarios tested in our network setup, as shown in Figure 2. The first of which was a virtual network constructed for quick easy testing over a local area network. We then made use of CloudLab to host a real network. Using the virtual network, we ran our protocol on simulated data, and using the CloudLab network, we ran our methods on real-life data samples.

The virtual network was constructed using VirtualBox in the Ubuntu environment. We set up three virtual machines with access to the network and required the machines to talk on the network to communicate. The behavior of this network is consistent with that of a LAN. Using the three machines, we established a network and ran the protocols. Two machines provided input by secret sharing their data according to the protocol. The third machine helped to facilitate the realization of the Shamir and Mal-Shamir protocols. The third machine was not used during the Semi-OT and MASCOT executions.

For the CloudLab servers, we had three servers that could communicate with each other and provide computation. We used two of the servers as the input providers, and the third server helped to facilitate the realization of the Shamir and Mal-Shamir (three party) protocols. These servers better simulate a real-world computing environment.
Figure 2. Network setup. The institutions first share their data (top) with the two service providers. The researcher can then query the database (bottom) and get the information they require for their research.

MP-SPDZ Setup

We used MP-SPDZ [9] for the implementation of the secure protocols. The MP-SPDZ documentation provides a comprehensive guide in setting up the experiments. In our setup, we had three servers $P_0$, $P_1$, $P_2$. The servers $P_0$, $P_1$ were treated as users of the system, and they provided the input to the computation. This is because the two servers have their own privacy and security of interest, so there is less concern for collusion. If these two parties do not want to hide their information from each other, there is no reason to perform the computation. The last party $P_2$ is there to obtain the necessary three parties for Shamir and Mal-Shamir. This party in practice would be an individual who is selected by both of the parties who provide an input to the computation as this can help ensure that the extra party is not biased toward one of the input parties.

Results

We tested our protocols (ie, Shamir, Mal-Shamir, Semi-OT, and MASCOT) with simulated filtered genomic variants sets of up to 400,000 elements in length. Protocols were run over both a virtual network and a CloudLab network. The Shamir [22,26-28] and Mal-Shamir (maliciously secured by verification techniques by Chida et al [29]) protocols require third-party computation. The Semi-OT and MASCOT [19] protocols require at least two parties. In general, the honest majority is more efficient than the malicious majority protocols but at a minimum requires three parties to execute.

We measure the resources needed to compute an operation (set difference, symmetric difference, and Jaccard similarity) between two sets over the specified length of the array through time and network communication. The unit of time measured here is in seconds as measured by the framework, and the network communication is measured in megabytes. Figure 3 shows these results over an array of panel sizes.

We were able to calculate the Jaccard similarity over SNP panels of size 400,000 in 0.363 seconds with Shamir, 2.155 seconds with Mal-Shamir, 13.184 seconds with Semi-OT, and 113.397 seconds (about 2 minutes) with MASCOT. Shamir is the most efficient, whereas MASCOT takes the longest. The extra time MASCOT takes is due to extra security guarantees that it offers over the Shamir method. Figure 4 illustrates the growing complexity as the number of computing servers increases. Adding more servers has the benefit of improving the security of the system. When looking at Figure 4, one may notice that Shamir and Mal-Shamir do not have a statistic for two players. This is because these protocols do not support two players.

We also ran our method on the GIAB data set [25]. The comparison required converting the VCF and SNP panel files into a binary array to be used in the secure computation. This process took on average 96.430 seconds (about 1 and a half minutes) per file using our custom code. This process is a one-time need, and the resulting files can be used multiple times for other comparisons. We used our secure method in conjunction with the SNP panel provided by Murray et al [10]. Figure 5 compares the Jaccard similarity between filtered SNPs and the entire VCF using BEDTools [11], which indicates a high correlation. For convenience, we reiterate that HG002 is the child of HG003 and HG004, and that HG005 is the child of HG006 and HG007. Then we ran different secure computing methods on the network. The costs of the computation with the panel size of 4763 are presented in Table 1.

The comparison by Jaccard similarity took an average of 31.008 seconds between two files. This comparison done by BEDTools assumes that the VCF files are sorted but does not require any preprocessing beforehand.
Figure 3. Each figure shows the growth of complexity as the array length grows. While we chart Mal-Shamir, MASCOT, Semi-OT, and Shamir together in the same chart, they are not comparable in terms of resource use alone. The more expensive protocols tend to have stronger security guarantees. However, the security guarantees of Shamir and Mal-Shamir are frequent enough for standard usage and are practical to use on larger sets. Mal-Shamir: Malicious Shamir; Semi-OT: Semihonest Oblivious Transfer.

Figure 4. The communication complexity scales quadratically with the number of players. The benefit of increasing the number of computing servers is increased security.
Figure 5. The Jaccard similarity is compared through filtered single nucleotide polymorphisms (Panel Jaccard) vs through the entire VCF using BEDTools (Whole VCF Jaccard). The correlation can be seen: HG002 matches HG003 and HG004 and HG005 matches HG006 and HG007. VCF: Variant Call Format.

Table 1. This table shows the computation using the secure protocols from the filtered panel using 4763 single nucleotide polymorphisms after preprocessing.

<table>
<thead>
<tr>
<th>Method</th>
<th>Time (s), average</th>
<th>Communication (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shamir</td>
<td>0.0350</td>
<td>1.671</td>
</tr>
<tr>
<td>Mal-Shamir</td>
<td>0.1125</td>
<td>9.357</td>
</tr>
<tr>
<td>Semi-OT</td>
<td>0.7085</td>
<td>40.570</td>
</tr>
<tr>
<td>MASCOT</td>
<td>5.4322</td>
<td>353.363</td>
</tr>
</tbody>
</table>

aMal-Shamir: Malicious Shamir.
bSemi-OT: Semihonest Oblivious Transfer.

Discussion

There are several established protocols in a secure multiparty computation that allow for computation over a finite field. We make use of a framework called MP-SPDZ that securely implements these operations as described in many secure settings.

Our work provides an efficient secure method for computing similarity between two genomic sequences by considering predefined variant panels. Our study only considers the presence of a variant (ie, binary representation) and does not explicitly compute the set based on the actual allele (ie, nucleotide identity A, T, C, G) or combination of alleles (ie, heterozygous positions) represented at that location. Although this is sufficient for most practical applications, our methods can easily be extended to compute the set based on the explicit allele presented at the given location.

Our method can easily be extended to allow only results beyond a certain threshold. Such a modification can be done by performing an inequality check at the end of any of the protocols. The inequality check only needs to be performed once and adds constant time to the protocol when the number of parties is fixed.

We presented four protocols that can be used to execute the arithmetical operations of our protocols. Based on the results in the previous section Shamir and Mal-Shamir are faster but have different security guarantees from Semi-OT and MASCOT. Mal-Shamir provides realistic security guarantees while requiring similar computational and network resources to Shamir. Thus, we recommend using Mal-Shamir to execute our protocols. Shamir requires at least three parties, so we suggest executing the protocol using Semi-OT when only two parties can be used. Though MASCOT provides malicious security, the method is still impractical on realistic data sets if we expect results in real time. However, in some situations it may be reasonable to allow processing over a day, then even MASCOT will be practical.

Our development may pave the way for a practical protocol to share human variant data securely, which may help support large-scale variant applications for precision medicine.
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Abstract

Background: Genetic testing is essential to identify research participants for clinical trials enrolling people with Parkinson disease (PD) carrying a variant in the glucocerebrosidase (\textit{GBA}) or leucine-rich repeat kinase 2 (\textit{LRRK2}) genes. The limited availability of professionals trained in neurogenetics or genetic counseling is a major barrier to increased testing. Telehealth solutions to increase access to genetics education can help address issues around counselor availability and offer options to patients and family members.

Objective: As an alternative to pretest genetic counseling, we developed a web-based genetics education tool focused on \textit{GBA} and \textit{LRRK2} testing for PD called the Interactive Multimedia Approach to Genetic Counseling to Inform and Educate in Parkinson’s Disease (IMAGINE-PD) and conducted user testing and usability testing. The objective was to conduct user and usability testing to obtain stakeholder feedback to improve IMAGINE-PD.

Methods: Genetic counselors and PD and neurogenetics subject matter experts developed content for IMAGINE-PD specifically focused on \textit{GBA} and \textit{LRRK2} genetic testing. Structured interviews were conducted with 11 movement disorder specialists and 13 patients with PD to evaluate the content of IMAGINE-PD in user testing and with 12 patients with PD to evaluate the usability of a high-fidelity prototype according to the US Department of Health and Human Services Research-Based Web Design & Usability Guidelines. Qualitative data analysis informed changes to create a final version of IMAGINE-PD.

Results: Qualitative data were reviewed by 3 evaluators. Themes were identified from feedback data of movement disorder specialists and patients with PD in user testing in 3 areas: content such as the topics covered, function such as website navigation, and appearance such as pictures and colors. Similarly, qualitative analysis of usability testing feedback identified additional themes in these 3 areas. Key points of feedback were determined by consensus among reviewers considering the importance of the comment and the frequency of similar comments. Refinements were made to IMAGINE-PD based on consensus recommendations by evaluators within each theme at both user testing and usability testing phases to create a final version of IMAGINE-PD.

Conclusions: User testing for content review and usability testing have informed refinements to IMAGINE-PD to develop this focused, genetics education tool for \textit{GBA} and \textit{LRRK2} testing. Comparison of this stakeholder-informed intervention to standard telegenetic counseling approaches is ongoing.
Introduction

Parkinson disease (PD) is the second commonest neurodegenerative disease and the fastest-growing neurological disease worldwide [1,2]. Variants in leucine-rich repeat kinase 2 (LRRK2), glucocerebrosidase (GBA), Parkin, Parkinsonism-associated deglycase (DJ-1), VPS35 retromer complex component (VPS35), PTEN-induced kinase 1 (PINK1), and α-synuclein (SNCA) are identified in 10%-12% of PD cases [3-9]. Despite a genetic mutation frequency similar to some cancer syndromes where germline genetic testing is common [10,11], genetic testing is not standard in the evaluation and management of PD and is rarely conducted as part of clinical care [12]. However, knowing one’s genetic status is already of key importance for research, as therapies targeting carriers of GBA and LRRK2 variants are in clinical trials [13,14].

Additionally, patients with PD have expressed interest in learning their genetic information [15,16]. Research programs such as the multisite PDGENEration study sponsored by the Parkinson Foundation (ClinicalTrials.gov NCT04057794) and the University of Pennsylvania (UPenn) Molecular Integration in Neurological Diagnosis (MIND) Initiative [17] have been developed to increase genetic testing and counseling.

Recently proposed recommendations would expand clinical or research genetic testing to nearly all patients with PD [18]. However, the standard service delivery model for genetic testing includes pre- and posttest genetic counseling, which is limited by the availability of specialized genetic counselors or physicians with sufficient genetics training [19]. Indeed, there are only 125 genetic counselors specialized in neurogenetics offering in-person visits, and 82 genetic counselors offering telehealth visits listed on the National Society of Genetic Counselors’ public directory for genetic counselors. We developed a web-based education tool focused on GBA and LRRK2 genetic testing called the Interactive, Multimedia Approach to Genetic Counseling to Inform and Educate in Parkinson’s Disease (IMAGINE-PD) to address this gap. IMAGINE-PD could be made available in research studies to increase genetics education prior to GBA and LRRK2 testing to identify research-eligible patients with PD.

The goal of this work is to create a genetics education tool for GBA and LRRK2 testing incorporating key stakeholder input. Structured interviews were conducted with movement disorder specialists (MDSs) and patients with PD to evaluate the content of IMAGINE-PD in user testing and with patients with PD to evaluate website usability according to the US Department of Health and Human Services (DHHS) Research-Based Web Design & Usability Guidelines [20]. Qualitative data analysis informed changes to create a final version of IMAGINE-PD.

Methods

IMAGINE-PD Website Development

Website development and usability testing were conducted in accordance with the DHHS research-based web design and usability guidelines [20]. Core content of a genetic counseling tool for GBA and LRRK2 variant genetic testing of PD was developed by the authors (TB, ACP, and TFT). GBA and LRRK2 variant testing information was included to align with the MIND Initiative, which is a whole-clinic biobanking effort at UPenn that offers optional genetic counseling and clinical confirmation testing [17]. Content was then assigned to “primary” or essential, “secondary” or important but not essential, or “optional” categories based on their level of importance according to expert input from genetic counselors and movement disorder physicians (RAP, TB, ACP, and TFT).

Five primary concepts included a review of PD, concepts of basic genetics, genetics of PD, disclosure of genetic results, and limitations and implications of genetic testing. For each primary concept, an audiovisual recording of a movement disorder physician or genetic counselor describing the concept was created. Secondary information included diagnosis, symptoms, and treatment of PD, an introduction to genetic counseling, a review of genetic testing (GT), types of genetic tests and results, risks and benefits of GT, a review of GBA including Gaucher disease and LRRK2, and a review of other genetic causes of PD that are not tested in the study (limitations). One or more slides were created to capture the secondary content important for genetic counseling including text, visuals, and an optional audio recording of the text presented. Links to outside reading were identified for optional material. All content was organized into a high-fidelity prototype website using the Wix website [21]. Once the preliminary set of material was created, we solicited feedback on content and website organization from genetic counselors and physician-scientists with expertise in neurogenetics. Changes were made to address points of feedback. A new website was created with assistance from The UPenn Center for Clinical Epidemiology and Biostatistics Clinical Research Computing Unit. This new website included the content from the prototype and was made compatible with common web browsers and operating systems to be accessible on typical connection speeds across a range of different resolutions and orientations to account for use on a computer, smartphone, or tablet computer. Number of visits and time spent on each page are captured. A computer graphics specialist with experience in medical artwork created animations [22]. With this prototype, user testing was first conducted, and changes were then incorporated into IMAGINE-PD after reviewing feedback from patients with PD. These changes included content revisions on both primary and secondary topics. Videos with movement disorders and neurogenetics specialists were professionally recorded after implementing content changes from user testing. Readability of each page was evaluated using Readable [23] to
ensure a Flesch-Kincaid readability index of below 9. Usability testing was conducted subsequently, and again feedback was reviewed, and refinements were made to the content, organization, and web interface. In the final version, the basic genetics video was broken into 2 videos for a total of 6 videos.

Videos range from 51 to 92 seconds in length. A link was available below the video to read a transcript of the audio recording. The final version is hosted at UPenn [24]. A flowchart of the IMAGINE-PD web development and testing process can be viewed in Figure 1.

Figure 1. IMAGINE-PD website development flowchart. GBA: glucocerebrosidase; IMAGINE-PD: Interactive Multimedia Approach to Genetic Counseling to Inform and Educate in Parkinson’s Disease; LRRK2: leucine-rich repeat kinase 2; PD: Parkinson disease.

Participants
In the user testing phase, 13 cognitively normal patients with PD who receive care at UPenn, referred by their physicians, were enrolled. MDSs at the UPenn Parkinson’s Disease and Movement Disorders Center and the Philadelphia Veterans Affairs Parkinson’s Disease Research, Education, and Clinical Center were asked to participate (excluding authors ACP and TFT) for a total of 11 neurologists or psychiatrists. In the usability testing phase, 12 cognitively normal patients with PD who receive care at UPenn, referred by their physicians, who did not participate in the user testing phase were enrolled. No patient or physician declined participation. All patients were previously enrolled in the MIND Initiative. In both phases, sample sizes exceeded the suggestions outlined in the DHHS usability testing guidelines [20]. Identified participants were approached in person, by phone, or by email. Informed consent was obtained, and study visits were performed in person by a single evaluator (NH).

User Testing
Structured interviews were conducted between a single evaluator with experience in conducting clinical research visits (NH) and a participant between October 31, 2019, and December 11, 2019. The evaluator neither had a prior relationship with any participant nor any assumptions or presuppositions about the outcomes of the interviews. First, participants were asked 11 questions about their general internet use, 4 questions about email and internet use for health information (adapted from Baker et al [25]), and 3 questions assessing background knowledge in genetics, PD, and genetic testing. During the interview, the evaluator asked questions of each participant, and data were entered directly into Research Electronic Data Capture (REDCap; Vanderbilt University) [26,27]. The evaluator navigated to each web page in the prototype allowing the participant to view and listen to all material on that page with unlimited time. Prompts were given to ensure all participants interacted with all aspects of each page. Feedback was solicited using 4 open-ended questions, a 1-10 rating of usefulness, and a 1-4 rating of clarity of presentation. After all web pages were reviewed, 7 additional questions were asked pertaining to the entire series of web pages and to solicit overall comments. Questionnaires are available in Multimedia Appendix 1.
Usability Testing
The second iteration of IMAGINE-PD was created after the results of user testing were reviewed, and changes were implemented. For usability testing, structured videoconference interviews were conducted between evaluator (NH) and participant between August 18, 2020, and September 14, 2020. Again, the evaluator neither had a prior relationship with any participant nor any assumptions or presuppositions about the outcomes of the interviews. First, participants were asked 8 questions about their internet use. The participant navigated to each web page with unlimited time to view all content. Participants were asked to use the “share-screen” function so the evaluator could observe their navigation of the website. Prompts were given to ensure all participants interacted with all aspects of each page. Feedback was solicited using 8 open-ended questions asked for each page. Questionnaires are available in Multimedia Appendix 1.

Statistical Analysis
Descriptive statistics are presented for all demographic data and scales. A qualitative content analysis plan was developed in advance of data review in consultation with Judy Shea, PhD. For both user testing review and usability testing phases, all data were collected into a spreadsheet excluding identifying information. Three evaluators (NH, RAP, and TFT) were given the following rules: (1) review the data from each web page for PD providers and patients with PD separately and identify 1 or more key themes per page, if a theme is apparent, and (2) if more than 1 theme is apparent, order themes for each page in order of importance or frequency. Data were independently reviewed by each evaluator to improve the trustworthiness of the analysis. Subsequently, the 3 evaluators met to establish a consensus on the key themes. Suggestions for changes to the website were made after all themes were reviewed and discussed among the evaluators.

Ethics Approval
Institutional review board (IRB) approval (UPenn IRB 834311) was obtained before initiating the study, and informed consent was obtained from all participants prior to any study activities. This research adheres to the principles set out in the Declaration of Helsinki.

Results
Website Development
The final version includes 27 web pages, including 3 video-only pages and 3 video pages with animations. Audiovisual pages also include accessible text for participants with hearing impairment. Each nonvideo page included audio recording of the text for auditory learners. The website is accessible by and formatted for computer browsers, mobile devices, or tablets. The length of time to view all videos is 7 minutes 42 seconds, and the estimated time to review all website content is 25-40 minutes. The Flesch-Kincaid reading level for all pages was a median of 8.3 (IQR 7.375-8.25) indicating all pages on the website maintained approximately an eighth-grade leading level. Screenshots of each web page are available in Multimedia Appendix 2.

User Testing
Participant demographics are summarized in Table 1. Email and internet use for health information is described in Figure 2A and Table S1 in Multimedia Appendix 1. PD, genetics, and genetic testing knowledge are reported in Figure 2B.

Table 1. Cohort description.

<table>
<thead>
<tr>
<th>Age at test (years), median (IQR)</th>
<th>Content review PD&lt;sup&gt;a&lt;/sup&gt; (N=13)</th>
<th>Usability Physicians (N=11)</th>
<th>Usability PD (N=12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>64 (63-69)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>63 (59-72)</td>
</tr>
<tr>
<td>Male</td>
<td>10 (77)</td>
<td>7 (64)</td>
<td>7 (58)</td>
</tr>
<tr>
<td>Disease duration (years), median (IQR)</td>
<td>11 (7-13)</td>
<td>N/A</td>
<td>8 (5-13)</td>
</tr>
<tr>
<td>Education (years), median (IQR)</td>
<td>17 (15-18)</td>
<td>N/A</td>
<td>16 (16-17)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>PD: patients with Parkinson disease.
<sup>b</sup>N/A: not applicable.
<sup>c</sup>Two values excluded due to missing data.
Figure 2. (A) Patients with PD and MDS self-reported use of the internet and email for health information. (B) PD patients and MDS self-reported knowledge in genetics, PD, and genetic testing (GT). MDS: movement disorder specialist; PD: Parkinson disease.

For each web page, participants were asked to rate the usefulness (1 being the least useful and 10 being the most useful). The average usefulness across all pages for patients with PD was 8.49 (SD 0.65) and for MDS was 8.85 (SD 0.64). The results of usefulness for each page are found in Table S2 in Multimedia Appendix 1.

In user testing, content feedback pertained to the volume and level of detail of information (too much information), the complexity of the content (wording is too technical), and the focus of the content (make it more related to PD). Specifically, the amount of information was reported to be too much by patients on 13 occasions by 3 different physicians and 4 different patients pertaining to 11 different pages. Representative comments included “Gaucher's disease may be a little confusing. May not need to go into so much detail” and “alpha synuclein was confusing. Maybe too much content here.” On 6 different occasions, 6 different patients reported the topic, and the language used to be too technical including words like “bradykinesia” and “brain imaging.” Content was mentioned on 3 occasions by 2 different physicians and 1 patient pertaining to 3 different pages. Representative comments included “focus more on PD related genetic testing,” and “mention these are two genes we are looking at and this is why it is related to PD.” To address these points, we made changes to focus and simplify the content and to use plain language at a Flesch-Kincaid reading level 9 or below.

Three domains of feedback were identified on user testing analysis: content, function, and appearance. These domains were consistent between patient and physician participants, and suggestions for change were made based on the combined review of both sets of responses. Changes were made on 20 pages in response to content feedback, 4 pages in response to function feedback, and 4 pages in response to appearance feedback. A summary of the user testing qualitative analysis and recommendations for change are shown in Tables 2-4.
### Table 2. Summary of content changes made in response to user testing.

<table>
<thead>
<tr>
<th>Page</th>
<th>Content feedback</th>
<th>Changes made</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Introduction</td>
<td>Want more information on this page</td>
<td>Short summary was added to introduction</td>
</tr>
<tr>
<td>3. What is IMAGINE-PD(^a)</td>
<td>Not sure how the website is relevant to PD(^b)</td>
<td>Clarified study relevance to PD</td>
</tr>
<tr>
<td>4. Summary</td>
<td>Wording is too technical</td>
<td>Simplified vocabulary</td>
</tr>
<tr>
<td>5. What is PD</td>
<td>Wording is too technical</td>
<td>Simplified vocabulary</td>
</tr>
<tr>
<td>6. How is PD diagnosed</td>
<td>Want more information on nonmotor symptoms</td>
<td>Information on nonmotor symptoms included</td>
</tr>
<tr>
<td>7. What causes PD</td>
<td>Too much information on page</td>
<td>Information was cut down and simplified</td>
</tr>
<tr>
<td>8. How is PD treated</td>
<td>Want less information on drugs, more information on other treatments</td>
<td>Drug section shortened and added other PD treatments</td>
</tr>
<tr>
<td>9. What is genetics</td>
<td>Too much information on page</td>
<td>Information was shortened and simplified</td>
</tr>
<tr>
<td>10. Basics of genetics</td>
<td>Too much information on page and too technical</td>
<td>Information was shortened and simplified</td>
</tr>
<tr>
<td>11. What is GT(^c)</td>
<td>Wording is too technical and not sure how information is related to PD</td>
<td>Simplified vocabulary, clarified relevance</td>
</tr>
<tr>
<td>12. Reasons for GT</td>
<td>Page should be included as a separate page</td>
<td>Separate page was made for information</td>
</tr>
<tr>
<td>13. Benefits and risks</td>
<td>Make it more related to PD and more information on benefits</td>
<td>Clarified PD relevance</td>
</tr>
<tr>
<td>14. GT process</td>
<td>Too much detail</td>
<td>Simplified a shortened page</td>
</tr>
<tr>
<td>15. How genetics affects PD</td>
<td>Too much information</td>
<td>Shortened page</td>
</tr>
<tr>
<td>16. GBA(^d) and PD</td>
<td>Information too technical and want to know why this gene is being studied</td>
<td>Simplified vocabulary and clarified the relevance of GBA</td>
</tr>
<tr>
<td>17. LRRK2(^e) and PD</td>
<td>Information too technical and want to know why this gene is being studied</td>
<td>Simplified vocabulary and clarified the relevance of LRRK2</td>
</tr>
<tr>
<td>18. Other rare genes for PD</td>
<td>Language seems too technical, why only GBA and LRRK2 being tested</td>
<td>Simplified language, provides more resources for additional information on other genes</td>
</tr>
<tr>
<td>19. How do I get results</td>
<td>Language seems too technical, want more information</td>
<td>Clarified next steps and reviewed previously introduced topics to clarify information</td>
</tr>
<tr>
<td>20. VUS(^f) and unexpected results</td>
<td>Wording too technical</td>
<td>Simplified language</td>
</tr>
<tr>
<td>21. Implications and limitations</td>
<td>Confused about previously introduced topics</td>
<td>Added information to clarify</td>
</tr>
</tbody>
</table>

\(^a\)IMAGINE-PD: Interactive Multimedia Approach to Genetic Counseling to Inform and Educate in Parkinson’s Disease.

\(^b\)PD: Parkinson disease.

\(^c\)GT: genetic testing.

\(^d\)GBA: glucocerebrosidase.

\(^e\)LRRK2: leucine-rich repeat kinase 2.

\(^f\)VUS: variant of uncertain significance.

### Table 3. Summary of function changes made in response to user testing.

<table>
<thead>
<tr>
<th>Page</th>
<th>Function feedback</th>
<th>Changes made</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Instructions</td>
<td>Did not know that there was more information at the bottom and needed to scroll</td>
<td>Shortened page to minimize scrolling</td>
</tr>
<tr>
<td>4. Summary</td>
<td>Picture was clickable but did not lead to any new page</td>
<td>Fixed error so picture was no longer clickable</td>
</tr>
<tr>
<td>5. What is PD(^a)</td>
<td>Already knew information, wanted a skip function</td>
<td>Shortened page, so not as much time would be spent on it</td>
</tr>
<tr>
<td>6. How is PD diagnosed</td>
<td>In page slides were confusing</td>
<td>Made in page slides more obvious</td>
</tr>
</tbody>
</table>

\(^a\)PD: Parkinson disease.
At the conclusion, participants were asked to provide summary feedback. A summary of responses is found in Table S3 in Multimedia Appendix 1. Comments regarding the order of the presented information, the web-based tools such as the buttons, links, and menus, and overall comments are provided in Table S4 in Multimedia Appendix 1.

### Usability Testing

Participant demographics are summarized in Table 1. All participants reported using the internet or email within the past 12 months. Overall, 1 (8.3%) participant reported dial-up network use, 9 (75%) participants reported broadband network use, 7 (58%) participants reported using smartphones, and 8 (67%) participants reported accessing the internet via a Wi-Fi network. All participants reported using the internet to communicate with a health care provider, and 9 (75%) participants reported using the internet to search for health or medical information.

In usability testing, technical language was reported on 10 occasions, while the volume of information was reported on 6 occasions. Representative comments included “technical and a little difficult to understand” and “it was a little too much info in one video.” Based on usability testing feedback, further refinements were made as outlined in Tables 5-7. In addition to simplifying language, we included a glossary page, accessible via a link on every page, that defined key terms organized by concept. We also included a “Contact Us” page allowing participants to request additional information from a genetic counselor. Key points of feedback about website function included requests for a progress bar and mobile compatibility, which were both addressed for the final version. Improved audio quality was also suggested. Additionally, feedback on the difficulty of navigation through the website was mentioned by patients with PD and was addressed by creating clear instructions for navigation at the beginning of the website and large labels for website progression. Feedback about appearance included font color and size as well as picture choice. Final pictures were selected to ensure the representation of individuals of diverse race, ethnicity, age, and sex.

### Table 4. Summary of appearance changes made in response to user testing.

<table>
<thead>
<tr>
<th>Page</th>
<th>Appearance feedback</th>
<th>Changes made</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Introduction</td>
<td>Make title clearer and more obvious</td>
<td>Title was enlarged and bolded</td>
</tr>
<tr>
<td>3. What is IMAGINE-PD\textsuperscript{a}</td>
<td>Use bullet points to make page easier to read</td>
<td>Used bullet points</td>
</tr>
<tr>
<td>4. Summary</td>
<td>Picture was not relevant</td>
<td>Used a different picture</td>
</tr>
<tr>
<td>12. When to consider GT\textsuperscript{b}</td>
<td>Did not like picture</td>
<td>Used a different picture</td>
</tr>
</tbody>
</table>

\textsuperscript{a}IMAGINE-PD: Interactive Multimedia Approach to Genetic Counseling to Inform and Educate in Parkinson’s Disease.

\textsuperscript{b}GT: genetic testing.

### Table 5. Summary of content changes made in response to usability testing.

<table>
<thead>
<tr>
<th>Page</th>
<th>Content feedback</th>
<th>Changes made</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Introduction</td>
<td>Want more information on this page</td>
<td>Short summary was added to introduction</td>
</tr>
<tr>
<td>2. What is IMAGINE-PD\textsuperscript{a}</td>
<td>Too much information</td>
<td>Cut down on information</td>
</tr>
<tr>
<td>6. Genetics introduction</td>
<td>Too much information all at once</td>
<td>Added animations and broke page to 2 pages</td>
</tr>
<tr>
<td>7. VUS\textsuperscript{b}</td>
<td>Wording is too technical</td>
<td>Removed to focus on the relevant testing and simplify material</td>
</tr>
<tr>
<td>12. Implications and limitations to GT\textsuperscript{c}</td>
<td>Accent was hard to follow at first</td>
<td>Added page with script of video</td>
</tr>
<tr>
<td>14. GBA\textsuperscript{d} page 1</td>
<td>Confused about GBA in Ashkenazi Jews, information too technical</td>
<td>Information was cut down and simplified</td>
</tr>
<tr>
<td>15. GBA page 2</td>
<td>Information too technical</td>
<td>Simplified information</td>
</tr>
<tr>
<td>16. GBA page 3</td>
<td>Want more relevance to PD\textsuperscript{e}</td>
<td>Clarified the relevance of GBA to PD</td>
</tr>
<tr>
<td>17. LRRK2\textsuperscript{f} page 1</td>
<td>Information too technical</td>
<td>Simplified information</td>
</tr>
<tr>
<td>18. LRRK2 page 2</td>
<td>Information too technical</td>
<td>Simplified information</td>
</tr>
</tbody>
</table>

\textsuperscript{a}IMAGINE-PD: Interactive Multimedia Approach to Genetic Counseling to Inform and Educate in Parkinson’s Disease.

\textsuperscript{b}VUS: variant of uncertain significance.

\textsuperscript{c}GT: genetic testing.

\textsuperscript{d}GBA: glucocerebrosidase.

\textsuperscript{e}PD: Parkinson disease.

\textsuperscript{f}LRRK2: leucine-rich repeat kinase 2.
The same 3 themes were again identified on usability testing qualitative analysis: content, function, and appearance. Changes were made on 10 pages in response to content feedback, 6 pages in response to function feedback, and 7 pages in response to appearance feedback. A summary of the usability qualitative analysis and recommendations for change are shown in Tables 5-7.

### Discussion

#### Principal Results

In this study, we evaluated a web-based genetics education tool for PD using evidence-based research methods to refine the content and conduct usability testing. First, content was developed based on expert opinion, and a high-fidelity prototype was created. Next, user testing was conducted through structured interviews with MDS and patients with PD to evaluate website content. Subsequently, usability testing was conducted via structured interviews with patients with PD. Using qualitative data analysis in both phases, we identified 3 domains of feedback (content, function, and appearance) and addressed feedback by incorporating changes to IMAGINE-PD to create a final version.

#### Comparison With Prior Work

Some studies in PD and Alzheimer disease have used alternative media forms as pretest education tools. For instance, the PDGENEration study, which offers genetic testing and counseling for PD, provides a pretest education tool that is a prerecorded video covering essential topics in PD genetics and genetic testing that was created by experts in neurogenetics and genetic counseling for PD (ClinicalTrials.gov NCT04057794). Additionally, the Alzheimer’s Prevention Initiative, which conducts apolipoprotein E testing in cognitively unimpaired people 60 years or older, uses a self-directed learning technique providing a brochure and a video covering content typically addressed in a pretest counseling session coupled with multiple-choice questions to reinforce learning [28]. To our knowledge, neither approach has undergone usability testing to incorporate the input of the end user as we demonstrate in this study.

Beyond neurogenetics, these results can also be viewed in the context of alternative genetic education tools, where more robust

---

**Table 6. Summary of function changes made in response to usability testing.**

<table>
<thead>
<tr>
<th>Page</th>
<th>Function feedback</th>
<th>Changes made</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Title page</td>
<td>Did not know what to do</td>
<td>Clarified next steps, enlarged arrow to move to next page</td>
</tr>
<tr>
<td>2. What is IMAGINE-PD&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Hovering function was not compatible with mobile device</td>
<td>Made function easier to use with mobile device</td>
</tr>
<tr>
<td>3. What is PD&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Want a progress bar to see the length of the website</td>
<td>Added a progress bar to the website</td>
</tr>
<tr>
<td>4. PD diagnosis or treatment</td>
<td>In page slides were confusing</td>
<td>Removed in page slides</td>
</tr>
<tr>
<td>8. What is GT&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Page incompatible with mobile</td>
<td>Improved mobile compatibility</td>
</tr>
<tr>
<td>9. When to consider GT</td>
<td>Hard to navigate between external resources page</td>
<td>Provide instructions on navigation</td>
</tr>
</tbody>
</table>

<sup>a</sup>IMAGINE-PD: Interactive Multimedia Approach to Genetic Counseling to Inform and Educate in Parkinson’s Disease.

<sup>b</sup>PD: Parkinson disease.

<sup>c</sup>GT: genetic testing.

**Table 7. Summary of appearance changes made in response to usability testing.**

<table>
<thead>
<tr>
<th>Page</th>
<th>Appearance feedback</th>
<th>Changes made</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Title page</td>
<td>Make title acronym clearer and change font color</td>
<td>Title acronym was made more obvious and changed font color</td>
</tr>
<tr>
<td>4. PD&lt;sup&gt;d&lt;/sup&gt; diagnosis or treatment</td>
<td>Some of the text was too small</td>
<td>Increased text font</td>
</tr>
<tr>
<td>7. VUS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Graphic was confusing</td>
<td>Clarified graphic</td>
</tr>
<tr>
<td>9. When to consider GT&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Want more diverse pictures</td>
<td>Included more diverse pictures</td>
</tr>
<tr>
<td>10. Benefits and risks</td>
<td>Colors were too vibrant and hurt eyes</td>
<td>Toned down color scheme</td>
</tr>
<tr>
<td>15. GBA&lt;sup&gt;d&lt;/sup&gt; page 2</td>
<td>Did not like picture</td>
<td>Changed the picture</td>
</tr>
<tr>
<td>20. Conclusion</td>
<td>Did not like red font</td>
<td>Changed font color</td>
</tr>
</tbody>
</table>

<sup>a</sup>PD: Parkinson disease.

<sup>b</sup>VUS: variant of uncertain significance.

<sup>c</sup>GT: genetic testing.

<sup>d</sup>GBA: glucocerebrosidase.
efforts to develop alternate education and disclosure methods are underway. A novel, web-based genetics education for a polygenic risk score of alcohol use disorders was evaluated in a randomized clinical trial of 325 college students. The tool was shown to improve user knowledge compared to general alcohol-use education alone [29]. In another study, a tool named Decision-Aid and E-Counselling for Inherited Disorder Evaluation [30] was developed to educate about genome-wide sequencing. Decision-Aid and E-Counselling for Inherited Disorder Evaluation was compared to pretest genetic counseling with a counselor; the genetics education methods were equivalent in conveying knowledge and were highly satisfactory to participants [31]. In the ongoing Communication and Education in Tumor Profiling and the Returning Genetic Research Panel Results for Breast Cancer Susceptibility studies, a web-based educational tool for pretest education was developed. These served as a guide for user testing and usability testing of IMAGINE-PD [32,33]. Furthermore, in the Study of an eHealth Delivery Alternative for Cancer Genetic Testing for Hereditary Predisposition in Metastatic Cancer Patients, web-based alternatives to traditional provider–mediated counseling and results disclosure are being evaluated. The outcomes of these studies will be informative for understanding the use of web-based genetic education tools even beyond inherited cancer syndromes. However, differences in the target populations, genetic testing performed, and the implications of the genetic test results between IMAGINE-PD and the Communication and Education in Tumor Profiling, Returning Genetic Research Panel Results for Breast Cancer Susceptibility, and Study of an eHealth Delivery Alternative for Cancer Genetic Testing for Hereditary Predisposition in Metastatic Cancer Patients studies necessitated the rigorous user testing and usability testing that we report here.

This study has several strengths that should be noted. First, the content for IMAGINE-PD was developed by experts in genetic counseling in PD, neurogenetics experts, and movement disorder physicians. Second, user testing included referring providers for neurogenetic services for patients with PD (movement disorder physicians) and the intended end user (patients with PD). Third, this evaluation followed the DHHS guidelines for user testing and usability testing, nearly doubling the recommended sample size in each phase for this type of research.

Limitations

Some limitations of this study should be acknowledged. First, the content of IMAGINE-PD is focused on targeted variant testing in GBA and LRRK2, limiting its scope and generalizability to other PD genetic testing. This was intentional to match the research-based GBA and LRRK2 screening being performed in the MIND Initiative at UPenn [17]. IMAGINE-PD may serve as the genetics education tool for MIND participants. Additionally, the MIND Initiative conducts the same genetic test for all involved study participants. As a result, the pretest education in the IMAGINE-PD tool deviates from a typical pretest genetic counseling session that would involve obtaining a family history and making decisions about test choices (family variant testing, multigene panel testing, exome, or genome sequencing). Instead, this is a scalable approach to screen everyone in the UPenn PD clinic for variants within the 2 most common genes associated with PD and identify potentially eligible participants for clinical trials enrolling carriers of variants in GBA or LRRK2. During a separate disclosure visit for GBA or LRRK2, a personal and family history could be reviewed in detail, and additional testing could be pursued afterward if indicated. Additionally, specialized content could be developed and added to subsequent versions of IMAGINE-PD to accommodate other specific types of diagnostic genetic testing. Second, all participants (physicians and patients) had a high level of education and experience with technology and computer use and interest in using a web-based pretest education tool, which probably does not capture the breadth of patients with PD and may overestimate the user experience. Ongoing evaluation of this tool will be necessary to determine which patients will be able to successfully use a web-based educational platform and who would be better served by other methods such as in-person or live telemedicine counseling with a genetic counselor. Although patients with PD were not involved in content creation, the content was derived from principals based on genetic counseling expertise. Patient feedback on content was solicited during both user and usability testing, where participants were given free answer choices to provide input on any additional topics they would want to have included. In the future, supplementary content could be developed to address deficits in patient or family-member comprehension, low literacy or education level, identifying potential psychosocial concerns to prompt additional counseling or comfort with technology. Making this tool accessible while in clinic on a smartphone, tablet, or computer screen may help to address limitations in access to technology. Third, participants elected to be enrolled in a genetic biobanking study and therefore may not represent the community with PD more broadly.

Conclusions

In summary, we present our findings from user testing and usability testing for the development of IMAGINE-PD, a web-based pretest genetic education tool. We describe a phased review and iterative process of refining the content, appearance, and functionality based on expert review as well as physician and patient feedback according to DHHS guidelines. The final version [24], which can be made available by request to the authors, will undergo further evaluation to compare it to standard telegenic counseling with a genetic counselor (ClinicalTrials.gov NCT04527146) measuring satisfaction, impact, and comprehension. As a web-based learning tool accessible by internet, IMAGINE-PD has the potential to improve access to neurogenetic services for patients with PD interested in learning about their eligibility for LRRK2- or GBA-directed clinical trials.
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Supplemental tables and supplemental questionnaires for user and usability testing of IMAGINE-PD.
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Multimedia Appendix 2

Screenshots of all web pages in IMAGINE-PD. IMAGINE-PD: Interactive Multimedia Approach to Genetic Counseling to Inform and Educate in Parkinson’s Disease.
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Abstract

JMIR Bioinformatics and Biotechnology supports interdisciplinary research and welcomes contributions that push the boundaries of bioinformatics, genomics, artificial intelligence, and pathology informatics.

(JMIR Bioinform Biotech 2023;4:e48631) doi:10.2196/48631
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Introduction

Bioinformatics is a rapidly evolving field that has transformed the way we study and understand biological systems. With the advent of large-scale genomic data and advances in computational tools and algorithms, we are now able to discover hidden patterns in biological data. One of the key areas where bioinformatics is making a significant impact is in the detection and interpretation of genomic variations. Genomic variations can have important implications for disease susceptibility, drug response, and other biological processes. With the help of advanced algorithms and tools, researchers can now detect genomic variations with high accuracy and precision. This has opened new avenues for drug discovery and precision medicine [1].

The rapid advances in artificial intelligence (AI) applications in the fields of genomics and pathology informatics have led the development of AI-based models for disease risk prediction and drug discovery. AI algorithms can be trained to analyze large-scale genomic data and identify hidden patterns. This has led to significant improvements in disease diagnosis, prognosis, and treatment. AI-based tools can now identify genetic markers that are associated with specific diseases, such as cancer, and help clinicians select the most effective treatment options [2-4].

Network biology is another area where bioinformatics is making significant advances. By analyzing large-scale genomic data sets, researchers can identify key pathways, protein-protein interactions, and networks that are involved in disease pathogenesis. This information can aid in the development of new drugs and therapies [5,6]. Genomic data visualization has led to new and innovative ways for researchers to gain insights into the structure and function of biological systems. This has important implications for understanding disease mechanisms, as well as for developing new diagnostic and therapeutic tools [7]. JMIR Bioinformatics and Biotechnology will support the development of new bioinformatics analysis tools, novel algorithms, advanced AI-based predictive models, and network biology studies. We would like to foster not only basic science and algorithm development but also translational research studies in the focus areas described above. We will also explore the use of new technologies for drug discovery and therapy development in cancer and other complex disorders.

The Scope of JMIR Bioinformatics and Biotechnology

JMIR Bioinformatics and Biotechnology aims to publish cutting-edge research in the fields of bioinformatics, genomics, and pathology informatics. The scope of the journal includes the development and application of genomic variation detection algorithms and tools including single-cell sequencing and spatial transcriptomics; AI-based predictive models; pathology informatics, including image analysis; mathematical modeling...
in biological systems, including drug delivery and discovery; genomic data visualization; network biology; and cancer genomic data analysis. *JMIR Bioinformatics and Biotechnology* will be a platform for interdisciplinary collaborations between bioinformaticians, biologists, computer scientists, mathematicians, and clinicians to address the challenges of integrating large-scale genomic data with clinical and pathological information. The journal welcomes original research articles, review articles, and perspectives, as well as submissions on methodological advances and computational tools in these areas.

Although we welcome translational research studies, *JMIR Bioinformatics and Biotechnology* will not consider manuscripts describing medical informatics–related projects without a focus on bioinformatics or genomics. We aim to focus on the bioinformatics applications within the medical informatics field. We welcome you to *JMIR Bioinformatics and Biotechnology* and hope that you will consider contributing to the fast-moving bioinformatics field!
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Abstract

Background: Dengue fever can progress to dengue hemorrhagic fever (DHF), a more serious and occasionally fatal form of the disease. Indicators of serious disease arise about the time the fever begins to reduce (typically 3 to 7 days following symptom onset). There are currently no effective antivirals available. Drug repurposing is an emerging drug discovery process for rapidly developing effective DHF therapies. Through network pharmacology modeling, several US Food and Drug Administration (FDA)-approved medications have already been researched for various viral outbreaks.

Objective: We aimed to identify potentially repurposable drugs for DHF among existing FDA-approved drugs for viral attacks, symptoms of viral fevers, and DHF.

Methods: Using target identification databases (GeneCards and DrugBank), we identified human–DHF virus interacting genes and drug targets against these genes. We determined hub genes and potential drugs with a network-based analysis. We performed functional enrichment and network analyses to identify pathways, protein-protein interactions, tissues where the gene expression was high, and disease-gene associations.

Results: Analyzing virus-host interactions and therapeutic targets in the human genome network revealed 45 repurposable medicines. Hub network analysis of host-virus-drug associations suggested that aspirin, captopril, and rilonacept might efficiently treat DHF. Gene enrichment analysis supported these findings. According to a Mayo Clinic report, using aspirin in the treatment of dengue fever may increase the risk of bleeding complications, but several studies from around the world suggest that thrombosis is associated with DHF. The human interactome contains the genes prostaglandin-endoperoxide synthase 2 (PTGS2), angiotensin converting enzyme (ACE), and coagulation factor II, thrombin (F2), which have been documented to have a role in the pathogenesis of disease progression in DHF, and our analysis of most of the drugs targeting these genes showed that the hub gene module (human-virus-drug) was highly enriched in tissues associated with the immune system ($P=7.29 \times 10^{-24}$) and human umbilical vein endothelial cells ($P=1.83 \times 10^{-20}$); this group of tissues acts as an anticoagulant barrier between the vessel walls and blood. Kegg analysis showed an association with genes linked to cancer ($P=1.13 \times 10^{-14}$) and the advanced glycation end products–receptor for advanced glycation end products signaling pathway in diabetic complications ($P=3.52 \times 10^{-14}$), which indicates that DHF patients with diabetes and cancer are at risk of higher pathogenicity. Thus, gene-targeting medications may play a significant part in limiting or worsening the condition of DHF patients.
Conclusions: Aspirin is not usually prescribed for dengue fever because of bleeding complications, but it has been reported that using aspirin in lower doses is beneficial in the management of diseases with thrombosis. Drug repurposing is an emerging field in which clinical validation and dosage identification are required before the drug is prescribed. Further retrospective and collaborative international trials are essential for understanding the pathogenesis of this condition.

KEYWORDS
dengue hemorrhagic fever; drug repurposing; network pharmacology; network medicine; DHF; repurposable drugs; viral fevers; drug repurposing

Introduction

Dengue fever, also known as “breakbone fever,” is characterized by acute, severe fever in patients 3 to 14 days after they are bitten by an infected mosquito. Migraine, retro-orbital pain, myalgia, muscle ache, signs of hemolytic anemia, rash, and a low white blood cell count are only a few of the symptoms [1]. Dengue hemorrhagic fever (DHF), a severe and sometimes fatal manifestation of the disease, affects certain patients with dengue fever. These patients may show warning signs of serious disease close to the period the fever begins to diminish (typically 3 to 7 days following symptom onset). Severe abdominal discomfort, continuous vomiting, a significant change in temperature (from fever to hypothermia), hemorrhagic manifestations, or a change in mental status (eg, irritability, confusion, or obtundation) are also warning indicators [2]. Restlessness, chilly, clammy skin, a rapid, weak pulse, and a narrowing of pulse pressure (both systolic blood pressure and diastolic blood pressure) are all early indications of shock. Patients with dengue fever should be advised to return to the hospital if any of these symptoms appear.

According to one estimate, 390 million dengue virus infections occur each year (95% credible interval [CI] 284 million to 528 million), with 96 million (95% CI 67 million to 136 million) showing clinical symptoms of any severity [3]. According to the World Health Organization (WHO), 3.9 billion individuals are at risk of contracting the dengue virus. Although there is a risk of infection in 129 nations, Asia bears 70% of the actual burden. Over the last 2 decades, the number of dengue cases reported to the WHO has increased more than 8 times, from 505,430 cases in 2000 to over 2.4 million in 2010 and 5.2 million in 2019. Between 2000 and 2015, the number of deaths reported grew from 960 to 2032. This worrying rise in case numbers can be explained in part by a shift in national practices for recording and reporting dengue fever to health ministries and the WHO. However, it also symbolizes the government’s acknowledgment of the problem, and hence the need to disclose the prevalence of dengue fever [4]. As a result, while the complete global burden of the disease remains unknown, the observed growth only takes us closer to a more precise estimate of the full extent of the burden.

In 2021, dengue fever increased in Bangladesh, Brazil, the Cook Islands, Ecuador, India, Indonesia, the Maldives, Mauritania, Mayotte (an overseas department of France), Nepal, Singapore, Sri Lanka, Sudan, Thailand, Timor-Leste, and Yemen. Dengue fever was also still a problem in Brazil, the Cook Islands, Colombia, Fiji, Kenya, Paraguay, Peru, and Reunion Island in 2021 [5]. The COVID-19 epidemic is placing an enormous strain on health care and management systems all across the world. During this critical period, the WHO has stressed the significance of maintaining efforts to prevent, identify, and treat vector-borne diseases such as dengue fever and other arboviral infections as case numbers rise in various countries, putting urban people at risk for both diseases [6].

Recent systems biology developments suggest a unique testable hypothesis for systematic drug repurposing [7,8]. This can greatly decrease the time spent on research and development compared to traditional drug development programs. The typical strategy takes 10 to 16 years to develop a new treatment. A medication repurposing plan costs $1.6 billion to create, whereas a typical strategy costs $12 billion [9]. The identification of new targets and illness proteins has been made possible by rapid advances in genomic, proteomic, structural, functional, and systems investigations of existing targets and other disease proteins [10].

In this study, we provide an embedded medicine platform that uses a network-based method to quantify the association of DHF with human-host interactions, we examine the efficacy of existing US Food and Drug Administration (FDA)-approved medications as potentially repurposable drugs, and we also examine their associations with DHF-host genes. To discover and prioritize existing pharmacological targets in the DHF pathway, we chose FDA-approved medications from a clinical registry database.

Methods

Building the DHF-Human Interactome

We performed an extensive electronic-literature similarity search from January 2000 to January 2022 for keywords related to DHF and human interactions, including “dengue hemorrhagic fever,” “dengue hemorrhagic fever and human gene interaction,” and “dengue hemorrhagic fever human interactome,” with a focus on reviews, editorials, commentary, letters, case reports, and original research manuscripts published on PubMed, Google Scholar, and other widely used databases. We manually removed duplicates based on variables such as author, nationality, and collaborations, and we finally extracted 31 articles. We performed a database similarity search using GeneCards and found 588 DHF-targeting human genes. A total of 59 host-interacting DHF genes were sorted based on a hit score of 50. Experimental evidence for interactions between human proteins and dengue virus proteins was obtained with high-throughput yeast 2-hybrid screening methods [11].
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Recently, Dey and Mukhopadhyay [12] reported the development of DenvInt, a database of manually curated experimental data of dengue protein and host protein interactions. We merged the data from published references to DenvInt and used them in our analysis along with the dengue-host interactome data from recent investigations. Infectious diseases are the result of molecular crosstalk between hosts and their pathogens. This crosstalk is in part mediated by host-pathogen (HP) protein-protein interactions (PPIs). HP-PPIs play crucial roles in infections [13]. The best way of unveiling their mechanisms is to investigate the HP-PPi network [14].

**Human (Host) Gene–DHF Gene Interactome**

The key host genes involved in DHF were identified from the GeneCards database using the search terms “dengue hemorrhagic fever” and “dengue hemorrhagic fever interacting human genes.” GeneCards is a searchable, integrative database that provides comprehensive, user-friendly information on all annotated and predicted human genes. The knowledge base automatically integrates gene-centric data from approximately 150 web sources, including genomic, transcriptomic, proteomic, genetic, clinical, and functional information. As of January 13, 2022, GeneCards comprises 326,787 genes, including 18,870 disease genes and 500 host genes [15]. The functional genes identified from GeneCards and related literature were collected and are presented in Multimedia Appendix 1. The PPI network was built with Cytoscape (version 3.9.0; Cytoscape Consortium) and Gephi (version 0.9.2; Gephi Association) [16].

**Drug Target (Human Gene) Interactome**

We collected 87 FDA-approved antiviral and 137 anti-DHF drugs from the Therapeutic Target Database, compared them with the results from the DrugBank database [17,18], identified drug targets, and formulated them as a data set (Multimedia Appendix 1). Human-drug interactions are based on drug targets (ie, drug targeting genes); these were visualized using Cytoscape [19]. The nodes in a network represent antiviral drugs or anti-DHF drugs and the edges of the network represent drugs targeting human genes [20].

**Building the Drug-to-Human Interactome**

A network pharmacology–based host–DHF–antiviral–anti-DHF drug interactome was constructed by assembling the host-DHF interacting proteins with or without antivirals and anti-DHF drugs. The PPI network was built with Gephi [21] and Cytoscape. Each node in the constructed PPI network indicates a host gene and an edge indicates an interacting drug target.

**Network Hub Gene Identification**

Highly connected nodes (hubs) in biological networks are topologically important to the structure of the network and have also been shown to be preferentially associated with a range of phenotypes of interest. Hub genes can be identified using the Contextual Hub Analysis Tool plug-in of Cytoscape [22], which enables users to easily construct and visualize a network of interactions from a gene list of interest.

**Functional Enrichment Analysis of Genes and Drugs**

Functional enrichment analysis is a method to determine classes of genes or drugs that are overrepresented in a large group of genes or drugs and may have relations with disease phenotypes. This approach uses statistical methods to determine significantly enriched groups of genes. The biological relevance and functional pathways of our data sets were revealed by enriching the semantic similarities of the pathways and tissue. All functional enrichment analyses were performed using the Enrichr enrichment platform (Icahn School of Medicine) [23] as additional evidence for drug repurposing. Enrichr is a comprehensive gene enrichment analysis platform that comprises 382,208 terms from 192 libraries.

**Results**

**Human (Host)-DHF (Viral) Gene Interactome**

We constructed a host-DHF interactome consisting of 59 interacting genes with 60 nodes and 59 edges (Multimedia Appendix 2, Figure S1A). A Kegg pathway enrichment analysis indicated that genes involved in the advanced glycation end products–receptor for advanced glycation end products (AGE-RAGE) signaling pathway in diabetic complications were most enriched (P=3.01×10–61), which indicates that patients with DHF have a higher chance of poor blood sugar management; meanwhile, AGE-RAGE signaling has been shown to increase oxidative stress and promote diabetes-mediated vascular calcification through activation of nicotinamide adenine dinucleotide phosphate oxidase-1 and decreased expression of superoxide dismutase type 1 [24]. Chagas disease (P=4.65×10–32) and influenza A (P=6.17×10–31) pathways were also typically enriched. Compared to the Kegg pathway analysis, a reactome pathway analysis indicated that the immune system (P=3.93×10–28) and cytokine signaling in the immune system (P=7.06×10–27) were enriched, which indicates that DHF most strongly hijacks the human immune system–associated gene pathways; a gene set was also identified in which the immune system (P=1.12×10–61) and bronchoalveolar lavage (P=2.85×10–50) tissues were most enriched (Multimedia Appendix 3, Figure S1B).

**Host–Viral–Antiviral Drug Target Interactome**

A host–DHF–antiviral drug interactome was built with 298 nodes and 370 edges from 237 interacting genes (Multimedia Appendix 4, Figure S2A). Kegg pathway gene enrichment analysis revealed that upon antiviral drug administration, the most enriched gene was a neuroactive ligand–receptor interaction (P=3.22×10–45), that is, a collection of genes associated with intracellular and extracellular signaling pathways in the plasma membrane and mitogen-activated protein kinase pathways (P=9.57×10–61), which relay, amplify, and integrate signals from a diverse range of stimuli and elicit appropriate physiological responses in mammalian cells, including cellular proliferation, differentiation, and development; an inflammatory response; and apoptosis (Multimedia Appendix 5, Figure S2B). The reactome pathway analysis indicated that pathway genes were enriched in phase 2, the plateau phase (P=2.85×10–34), which sustains cardiac action potential muscle contraction [25,26] and transmission across chemical synapses (ie, neurotransmitters; P=6.03×10–34) after antiviral drug...
administration for DHF, as were genes in adult ($P=2.52 \times 10^{-69}$) and immune-system ($P=1.77 \times 10^{-49}$) tissue types.

**Host–Viral–Anti-DHF Drug Target Interactome**

A host–DHF interactome–anti-DHF drug interactome was built with 558 nodes and 861 edges from 419 interacting genes ([Multimedia Appendix 6, Figure S3A](https://bioinform.jmir.org/2023/1/e37306)). Neuroactive ligand–receptor interaction ($P=3.37 \times 10^{-75}$) and the cAMP signaling pathway ($P=2.29 \times 10^{-49}$), which is also known as the adenyl cyclase pathway and is a G protein–coupled receptor–triggered signaling cascade used in cell communication, were the most enriched gene pathways according to Kegg pathway analysis ([Multimedia Appendix 7, Figure S3B](https://bioinform.jmir.org/2023/1/e37306)). Amine ligand–binding receptors ($P=1.76 \times 10^{-47}$), which act as neurotransmitters in humans, and signal transduction ($P=1.40 \times 10^{-46}$), which involves the binding of extracellular signaling molecules and ligands to receptors located on the cell surface, were highly enriched. Adult ($P=1.74 \times 10^{-59}$) and immune-system ($P=3.35 \times 10^{-54}$) tissue types were the most prominent after anti-DHF drug administration in COVID-19 patients.

**Host–Viral–Antiviral–Anti-DHF Drug Target Interactome**

Based on all the interactomic data sets, we combined all the data sets to frame a network-based drug repurposing approach to testing their robustness, which involved a network with 717 nodes and 1175 edges from 487 interacting genes (Figure 1). Gene functional enrichment analysis of the Kegg pathway revealed that gene sets involved in neurotransmitter pathways ($P=1.13 \times 10^{-84}$) and calcium-signaling pathways ($P=1.78 \times 10^{-66}$) were highly enriched, similarly to previous drug-related host-virus interactomes in humans; these also provide a stable outcome when combined drug administration (eg, an antiviral and an anti-DHF drug) is used for patients with systemic DHF (Figure 2). The majority of the gene set was enriched in adult ($P=1.53 \times 10^{-77}$) and immune-system ($P=3.07 \times 10^{-63}$) tissues. Genes related to signal transduction ($P=6.76 \times 10^{-56}$) and signaling by G protein–coupled receptors ($P=1.96 \times 10^{-49}$) were the prevalent reactome pathways enriched in the patients with DHF and combined drug administration.
Network-Based Drug Repurposing Based on Hub Gene Analysis

We predicted a hub gene module containing 20 interacting genes (66 nodes and 113 edges) from the above interactome of the host-virus-drugs systems framework (Figure 3). A total of 45 drugs were repurposed from the hub gene module, of which 13 were antiviral drugs and 32 were anti-DHF drugs. From the hub gene–drug association network, we determined that 3 major drugs bound efficiently with DHF-targeting human genes: aspirin, captopril, and rilonacept. Thus, these are efficient FDA-approved drugs that can be used in the treatment of DHF (Figure 4). We identified 18 PTGS2 genes, 10 ACE genes, and 4 F2 genes targeting drugs in hub genes in the network (Figure 2A). Interestingly, 18 of 17 PTGS2-targeting drugs were anti-DHF drugs and 10 of 9 ACE-targeting genes were antiviral drugs. Moreover, F2-targeting drugs had equal numbers of these...
2 types of drugs: they included 2 antiviral drugs and 2 anti-DHF drugs (Figure 5).

Gene enrichment analysis showed that the hub gene module was highly enriched in tissues associated with the immune system \((P=7.29 \times 10^{-24})\) and human umbilical vein endothelial cells \((P=1.83 \times 10^{-20})\). This group of tissues acts as an anticoagulant barrier between the vessel walls and blood. Kegg analysis showed that genes associated with cancer \((P=1.13 \times 10^{-14})\) and the AGE-RAGE signaling pathway in diabetic complications \((P=3.52 \times 10^{-14})\) were enriched, which indicates that DHF patients with diabetes and cancer are at risk of higher pathogenicity. Reactome pathway gene enrichment analysis provided evidence that immune system–associated pathways, including signaling by interleukins \((P=2.04^{-14})\) and cytokine signaling in the immune system \((P=7.12^{-14})\), were most enriched (Figure 6).

**Figure 3.** Representation of human-interacting anti-dengue hemorrhagic fever–antiviral drug–anti-dengue hemorrhagic fever hub network. ADHFD: anti–dengue hemorrhagic fever drugs; AVD: antiviral drugs; DB: DrugBank; DHF: dengue hemorrhagic fever.
Figure 4. Gene interactions in hub network for (A) PTGS2, (B), F2, and (C) ACE. ADHFD: anti–dengue hemorrhagic fever drugs; AVD: antiviral drugs; DB: DrugBank; DHF: dengue hemorrhagic fever.

Figure 5. Repurposable drugs identified through hub network analysis: (A) aspirin, (B) rilonacept, and (C) capropril. ADHFD: anti–dengue hemorrhagic fever drugs; AVD: antiviral drugs; DHF: dengue hemorrhagic fever.

Figure 6. Functional hub gene enrichment analyses: (A) reactome pathways, (B), Kegg pathways, and (C) tissues. Higher-resolution version of this figure is available in Multimedia Appendix 10.

Functional Enrichment Analysis of Drugs Based on Hub Gene Prediction

Hub gene analysis showed a total of 45 repurposable drugs in which the human pathogen gene interacted with the drug target. The hub gene mechanism also showed where the genes were expressed in biological systems and side effects (Figure 7). Flurbiprofen, mefenamic acid, acetylsalicylic acid, indomethacin, naproxen, ketoprofen, acetaminophen, ketorolac, aceclofenac, lenalidomide, diclofenac, suprofen, loxoprofen, and nabumetone targeted the hub gene PTGS2. Module dyspnea, shock, renal failure, nervousness, and tension were prominent side effects of these drugs. The prostaglandin metabolic process ($P=0.00016$) and regulation of the Wingless-related integration site signaling pathway ($P=0.00031$) were prominent upregulated gene expression pathways after administration of the above drugs.
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Discussion

Principal Findings

We systematically studied the association of dengue viral interactions with the human genome through network-based association analysis. We hypothesized that a host protein that is functionally associated with this virus is localized in a corresponding subnetwork within the comprehensive human interactome network. The host dependency factors mediating virus infection and effective molecular targets should be identified for developing broad-spectrum antiviral drugs and anti-DHF drugs. In our network-based analysis, we identified 45 repurposable drug candidates against DHF, including 13 antivirals targeting human genes and 32 anti-DHF drugs targeting 20 human genes. The most prevalent side effects identified in repurposed drug enrichment were dyspnea and shock. The PTGS2, F2, and ACE genes were highly targeted by the repurposed drugs.

Comparison to Prior Work

The pathogenicity of the PTGS2 and COX-2 gene pathways in the progression of DHF has already been reported [27]. Most importantly, the PTGS2 gene has a direct relationship with severe dengue, in which the blood vessels become damaged and leaky, and the number of clot-forming cells (platelets) in the bloodstream drops. This can lead to shock, internal bleeding, organ failure, and even death [28]. Inhibiting this will help further prevent heart disease and improve the management of DHF. For that, we identified several effective targeted drugs with our repurposing approach, including aceclofenac, acetylsalicylic acid, aspirin-containing medicines, and other nonsteroidal anti-inflammatory drugs, such as ibuprofen [30].

Limitations of This Study

This study took into account all targets of DHF and sorted them based on scores from databases, but the data set represents a large population size, so it may or may not be generalizable to groups within the population. In the real world, the expressed genes may vary based on ethnicity, heredity, and drug use, so it is essential to test the most expressed genes and their associations with the pathogenesis of DHF. A network-based drug repurposing approach will be helpful to enable effective personalized medicine, but whole-genome sequencing is still not a cost-effective method compared to traditional treatment methods.

Conclusion

Aspirin is not usually prescribed for dengue fever because of bleeding complications, but it has been reported that using aspirin in lower doses is beneficial in the management of diseases with thrombosis. Drug repurposing is an emerging field in which clinical validation and dosage identification are required before drugs are prescribed. Further retrospective and collaborative international trials are essential for understanding the pathogenesis of this condition.
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