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Abstract

Background: Multiple correspondence analysis (MCA) is an unsupervised data science methodology that aims to identify and
represent associations between categorical variables. Gliomas are an aggressive type of cancer characterized by diverse molecular
and clinical features that serve as key prognostic factors. Thus, advanced computational approaches are essential to enhance the
analysis and interpretation of the associations between clinical and molecular features in gliomas.

Objective: This study aims to apply MCA to identify associations between glioma prognostic factors and also explore their
associations with stemness phenotype.

Methods: Clinical and molecular data from 448 patients with brain tumors were obtained from the Cancer Genome Atlas. The
DNA methylation stemness index, derived from DNA methylation patterns, was built using a one-class logistic regression.
Associations between variables were evaluated using the χ² test with k degrees of freedom, followed by analysis of the adjusted
standardized residuals (ASRs >1.96 indicate a significant association between variables). MCA was used to uncover associations
between glioma prognostic factors and stemness.

Results: Our analysis revealed significant associations among molecular and clinical characteristics in gliomas. Additionally,
we demonstrated the capability of MCA to identify associations between stemness and these prognostic factors. Our results
exhibited a strong association between higher DNA methylation stemness index and features related to poorer prognosis such as
glioblastoma cancer type (ASR: 8.507), grade 4 (ASR: 8.507), isocitrate dehydrogenase wild type (ASR:15.904), unmethylated
MGMT (methylguanine methyltransferase) Promoter (ASR: 9.983), and telomerase reverse transcriptase expression (ASR: 3.351),
demonstrating the utility of MCA as an analytical tool for elucidating potential prognostic factors.

Conclusions: MCA is a valuable tool for understanding the complex interdependence of prognostic markers in gliomas. MCA
facilitates the exploration of large-scale datasets and enhances the identification of significant associations.

(JMIR Bioinform Biotech 2025;6:e65645)   doi:10.2196/65645
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Introduction

Cancer is a dynamic and heterogeneous disease characterized
by several hallmarks controlling and contributing to its
development and progression [1]. Cancer research continually
generates large scales of data encompassing clinical information,
genomic and transcriptomic profiles, prognostic and diagnostic
markers, and therapeutic targets [2]. Different approaches have
been used to study and associate all these variables to manage
this complexity, aiming to reduce the dimensionality and
enhance data interpretation and decision-making process.
Several features used to study and classify the different types
of cancer are based on categorical variables. For instance, the

most widely used cancer staging system, TNM, is based on
categorical variables, where “T” refers to the size of the primary
tumor, “N” refers to the number of lymph nodes affected by
cancer, and “M” refers to absence or presence of metastasis [3].
Thus, these biological and clinical variables interact, and their
associations can be measured and diagnosticated using statistical
tests such as Fisher exact tests and χ² tests. However, these
approaches could not provide a global and comprehensive
picture of the associations between these variables, particularly
in datasets with a large number of categorical variables.
Therefore, using multivariate and visual analysis methods can
significantly improve the analysis and interpretation of
associations between clinical and molecular cancer phenotypes.

JMIR Bioinform Biotech 2025 | vol. 6 | e65645 | p.2https://bioinform.jmir.org/2025/1/e65645
(page number not for citation purposes)

Goes Job et alJMIR BIOINFORMATICS AND BIOTECHNOLOGY

XSL•FO
RenderX

http://dx.doi.org/10.2196/65645
http://www.w3.org/Style/XSL
http://www.renderx.com/


Brain tumors are a particularly aggressive type of cancer, mostly
due to local tissue damage and highly invasive growth. Gliomas,
which originate from neuroglial stem cells or progenitor cells,
account for 30% of primary brain tumors and 80% of malignant
brain tumors [4]. This heterogeneous disease is histologically
classified based on anaplasia criteria and predominant cell types
such as oligodendroglioma, astrocytoma, and glioblastoma
(GBM) [5]. Nevertheless, as further investigation aimed to
elucidate the neuropathological mechanisms of gliomas, new
variables are considered for characterizing this cancer tumor,
leading to reclassifications based on mutational profiles, clinical
data, and epigenetic factors [6]. This scenario resulted in
different prognosis predictions, diagnosis determination, and
treatment responses, contributing to an increasingly complex
and stratified understanding of gliomas.

Stemness is a key phenotype of cancer stem cells (CSCs), related
to tumor initiation and progression, therapy resistance, and
metastasis [7]. CSCs are referred to as a subpopulation of tumor
cells able to self-renew and differentiate into distinct cell
lineages, enabling those cells to adapt to different environmental
situations [8]. Moreover, recent studies have demonstrated
associations between stemness features and different histologic
classifications or prognostic factors of gliomas [9-11]. Therefore,
providing a comprehensive visualization of the associations
between clinical features and stemness in brain tumors could
be valuable for identifying and determining potential prognostic
and therapeutic markers.

Multiple correspondence analysis (MCA) is an unsupervised
data science methodology that aims to observe and represent
associations between variables disposed in contingency tables,
visualizing these associations in a 2D perceptual map. This
approach allows for the simultaneous visualization of the
relationship between 2 or more characteristics [12]. MCA shares
general characteristics, and it is an extension of principal
component analysis which is effective in reducing data
dimensionality. Thus, MCA can significantly reduce the
workload and simplify statistical analysis in healthy research
[13]. The results of MCA are typically interpreted in a 2D map,
where the relative positions of categories of each variable and
their distribution along the dimensions are analyzed. Categories
that cluster together and are closer are more likely to be
associated, providing key insights into the relationship [14].
Despite its applicability, rigor, and success in other disciplines
such as Geography, Epidemiology, and Human Physiology,
MCA remains underused in Oncology research and few studies
are applying [12,14-16].

By using MCA, we aimed to gain a deeper understanding of
the interdependence between stemness and prognostic factors.
Our findings revealed associations among molecular and clinical
characteristics and prognostic factors, as previously described
by the literature [17]. Additionally, we demonstrated the
capability of MCA to identify associations between stemness
and these prognostic factors. Our results exhibited a strong
association between higher stemness index and features related
to poorer prognosis, demonstrating the utility of MCA as an
analytical tool for elucidating oncological heterogeneity and
may also offer a valuable strategy for therapeutic
decision-making. This study highlights MCA as a powerful tool

for overcoming the barrier of representing the heterogeneity
and complexity of cancer variables, particularly in glioma.

Methods

Dataset of the Tumor Samples
Clinical and molecular information of a total of 448 patients
with brain tumors was obtained from the Cancer Genome Atlas
(TCGA). We tailored the dataset to contain only qualitative
information, with 12 variables: cancer type, histology, grade,
patient’s vital status, IDH (isocitrate dehydrogenase) status,
codeletion of chromosomes 1p and 19q arms, MGMT
(methylguanine methyltransferase) gene methylation, telomerase
reverse transcriptase (TERT) expression, gain of chromosome
19 and 20, chromosome 7 gain and chromosome 10 loss, ATRX
(alpha thalassemia/mental retardation syndrome, X-linked)
status, and GBM transcriptome subtypes. All categorical
variables were selected based on their established role as
prognostic factors for brain tumors.

DNA Methylation Stemness Index
The DNA methylation stemness index (mDNAsi) based on
DNA methylation was built using a one-class logistic regression
[18] on the pluripotent stem cell samples (embryonic stem cell
and induced pluripotent stem cell) from the Progenitor Cell
Biology Consortium dataset [19,20]. The algorithm was built
and validated as described in the original paper [21]. The
mDNAsi was applied in 381 samples from the TCGA database.
Malta’s model presented a high correlation among other CSC
signatures, providing significant insights into the biological and
clinical features of pan-cancer. The workflow to generate the
mDNAsi is available in the original paper [21].

Multiple Correspondence Analysis
MCAs were conducted in the RStudio (version 4.3.1; Posit,
PBC) environment using the packages FactoMineR (version
2.11; Institut Agro) [22] and cabootcrs (version 2.1.0; Cranfield
University), for creating matrices for MCAs. Contingency tables
for the categorical variables were generated, and associations
between variables were assessed using a χ² test with k degrees
of freedom. This was followed by the analysis of the adjusted
standardized residuals (ASRs). The χ² test evaluates whether
the observed associations between categorical variables are
nonrandomly associated (P value <.05). ASRs higher than 1.96
indicate a significant association between variables in the matrix.
To perform MCA, the categorical variables should not be
randomly associated. To create the perceptual map, inertia was
determined as the total χ² divided by the number of samples,
resulting in the number of associations in the dataset. MCA was
performed based on the binary matrices and row and column
profiles were determined to demonstrate the influence of each
category of variables on the others. Matrices were defined based
on the row and column profiles. Eigenvalues were then extracted
to represent the number of dimensions that could be captured
in the analysis. Finally, the x- and y-axis coordinates of the
perceptual map were determined, allowing the category of the
variables to be represented and established. In MCA, the spatial
distance between categories of different variables reflects their
associations. Categories with high coordinates that are close in
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space are directly associated, while categories presenting high
coordinates but opposing coordinates are inversely associated.

Statistical Analysis
Fisher exact tests and χ² tests were performed using RStudio
4.3.1 environment and GraphPad Prism (version 10.3.0;
Dotmatics, USA).

Ethical Considerations
The results published in this paper are in whole based upon data
generated by the TCGA Research Network [23]. TCGA Ethics
and Policies was originally published by the National Cancer
Institute [24].

Results

MCA Can Identify Associations Between Different
Variables of Gliomas and Patient Vital Status
To determine the suitability of glioma variables for MCA, we
first evaluated whether categorical glioma variables were
randomly or nonrandomly associated. This involved creating
individual contingency tables for each pair of glioma variables
(Multimedia Appendices 1-13). Then, we applied χ² tests for
each contingency table to confirm nonrandom associations (P
value <.05). We also confirmed the associations between
categorical variables and patients’ vital status using the Fisher
exact test (P value <.05) (Multimedia Appendix 14). Based on
the χ² test, the results indicated that only 2 categorical variables,
gender and DAXX expression, were randomly associated,
suggesting no significant association patterns between these

variables and the others. Consequently, gender and DAXX
expression were excluded from further analysis.

In the subsequent analysis, we observed and measured the
strength of associations between the patient vital status (0-alive;
1-dead) and different factors including cancer type, histology,
grade, IDH status, 1p19q codeletion, MGMT promoter
methylation, gain of chromosome (Chr) 7 and loss of Chr10
(7+/10–), co-gain of Chr19 and Chr20 (19+/20+), TERT
expression, ATRX status, and transcriptome subtype, aiming
to determine whether MCA could identify associations between
prognostic factors for this disease. We used ASRs to assess
these associations, considering a category of each variable to
be associated with either alive or dead vital status when the
ASR values were higher than 1.96. Patients’ vital status
classified as dead were associated with poorer prognostics
factors such as GBMs, grade 4, IDH wild type, non-codeleted
1p19q, unmethylated MGMT promoter, gain of Chr7 and loss
of Chr10, expression of TERT, ATRX wild type, and classical
(CL) and mesenchymal (ME) transcriptome subtypes (Table
1). In contrast, patients classified as alive were linked to
favorable prognostic variables, including oligoastrocytomas
and oligodendrogliomas, grade 2, IDH mutant, codeleted 1p19q,
methylated MGMT promoter, absence of combined
Chr7+/Chr10– (chromosome 7 gain and 10 loss), lack of TERT
expression, ATRX mutant, and the proneural (PN) and neural
(NE) transcriptome subtypes (Table 1). Histological
classification, grade, IDH status, and Chr7+/Chr10– were the
most strongly associated features with patient vital status. These
associations were further illustrated in a heatmap (Figure 1A-D).
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Table . Table exhibiting the values of the adjusted standardized residuals. Categories of variables with values higher than 1.96 are considered associated.
We could observe a strong association between poorer prognostic factors and dead vital status. In contrast, better prognostic factors were associated
with alive vital status.

Categories associated withPatient vital statusGlioma variables

DeadAlive

Dead8.127—aGlioblastoma

Alive—2.64Oligoastrocytoma

Alive—3.309Oligodendroglioma

Not associated—1.756Astrocytoma

Alive—6.809Grade 2

Not associated—0.155Grade 3

Dead8.127—Grade 4

Dead8.804—IDHb wild type

Alive—8.804IDH mutant

Alive—5.2651p/19q codeletion

Dead5.265—1p/19q non-codeletion

Alive—5.26Methylated MGMTc promoter

Dead5.26—Unmethylated MGMT promoter

Alive—5.756No combined Chr7+/Chr10–d

Dead5.756—Chr7+/Chr10–

Alive—3.078Not expressed TERTe

Dead3.078—Expressed TERT

Alive—2.311ATRXf mutant

Dead2.311—ATRX wild type

Alive—4.122Proneural subtype

Alive—3.593Neural subtype

Dead4.635—Mesenchymal subtype

Dead4.852—Classical subtype

aNot applicable.
bIDH: isocitrate dehydrogenase.
cMGMT: methylguanine methyltransferase.
dChr7+/Chr10–: chromosome 7 gain and 10 loss.
eTERT: telomerase reverse transcriptase.
fATRX: alpha thalassemia/mental retardation syndrome, X-linked.
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Figure 1. Heatmap exhibiting the values of the adjusted standardized residuals. Categories of variables with values higher than 1.96 are associated.
We could observe a strong association of (A) glioblastoma (8.127), (B) grade 4 (8.127), (C) IDH wild type (8.804), and (D) Chr7+/Chr10– (5.756) with
dead vital status. Favorable prognostic factors including (A) oligoastrocytoma and oligodendroglioma, (B) grade 2, (C) IDH mutant, and (D) no combined
copy number alterations were associated with alive vital status. Chr7+/Chr10–: chromosome 7 gain and 10 loss; IDH: isocitrate dehydrogenase.

Using MCA, we observed that dimension 1 (x-axis) accounted
for 33.71% of the variance, while dimension 2 (y-axis)
accounted for 14.08%. The inertia (sum of the variances) for
these 2 dimensions was 47.79%. The variance of the overall
dimensions (17 dimensions) for the combinations of the
variables is illustrated in Multimedia Appendix 15. The main
idea was to present the percentage of explained variance for
each dimension and not the influence of individual variables.
The total inertia (sum of the variances) was 1.41.

The results obtained from the MCA were visualized in a 2D
perceptual map (Figure 2), highlighting the associations between
the categories of each variable. The coordinates of each category
are detailed in Table 2. The perceptual map reveals that
categories such as GBM, unmethylated MGMT promoter, IDH
wild type, Chr7 gain and Chr10 loss, grade 4, GBM ATRX wild
type, TERT expression, non-codel 1p.19q, and CL and ME

transcriptome subtypes are closely associated with dead vital
status, appearing along the positive x-axis (dimension 1).
Conversely, categories like oligoastrocytomas and
oligodendrogliomas, grade 2, IDH mutant, codel 1p19q,
methylated MGMT promoter, no combined copy number
alterations, no expression of TERT, ATRX mutant, and PN and
NE transcriptome subtypes are closely associated with alive
vital status, appearing along the negative x-axis (dimension 1)
(Figure 2).

These findings highlight the utility and capacity of MCA in
reducing data dimensionality and demonstrate that, in gliomas,
variables interact cohesively. MCA allows us to further visualize
these interactions on a global perceptual map, organizing the
characteristics into distinct clusters that correspond to different
prognostic profiles.
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Figure 2. Multiple correspondence analysis (MCA) 2D perceptual map demonstrating the association between the categories of each categorical
variable. Categories that are closely clustered are strongly associated with each other. Categories such as glioblastoma, unmethylated MGMT promoter,
IDH wild type, chromosome 7 gain and 10 loss (Chr7+/Chr10–), grade 4, glioblastoma ATRX wild type, TERT expression, non-codel 1p.19q, CL and
ME transcriptome subtypes are closely associated with dead vital status (1), appearing along the positive x-axis (dimension 1). ATRX: alpha
thalassemia/mental retardation syndrome, X-linked; CL: classical; GBM: glioblastoma; IDH: isocitrate dehydrogenase; ME: mesenchymal; MGMT:
methylguanine methyltransferase; NE: neural; PN: proneural; TERT: telomerase reverse transcriptase.
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Table . Coordinates of each category compounding the perceptual map.

Dimension 2 (y-axis)Dimension 1 (x-axis)Category

−0.08967601.6650830GBMa

0.0254382−0.4723301Low-grade glioma

0.9527631−0.2672355Astrocytoma

−0.08967601.6650830Glioblastoma

0.3276318−0.5334711Oligoastrocytoma

−0.9346433−0.6011671Oligodendroglioma

−0.1971919−0.6611308Grade 2

0.2320783−0.2970898Grade 3

−0.08967601.6650830Grade 4

−0.0551369−0.31856090-Alive

0.13058740.75448621-Dead

−0.0548104−0.6734117IDHb mutant

0.09676411.1888626IDH wild type

−13.034.766−0.68773651p/19q codel

0.52139060.27509461p/19q non-codel

−0.1087842−0.3429710Methylated

0.31871851.0048449Unmethylated

−0.02102341.4087248Chr7+/Chr10−c

0.0062766−0.4205758No combined Chr7+/Chr10−

−0.12950891.4900007Chr 19/20 co-gain

0.0073307−0.0843397No Chr 19/20 co-gain

−0.68457600.3715020Expressed TERTd

0.8643636−0.4690682Not expressed TERT

1.0773395−0.6448249ATRXe mutant

−0.45002790.2693572ATRX wild type

−0.02175101.2675815Classical

0.26876421.0920361Mesenchymal

−0.0650952−0.5475482Neural

−0.0604168−0.5971662Proneural

aGBM: glioblastoma.
bIDH: isocitrate dehydrogenase.
cChr7+/Chr10–: chromosome 7 gain and 10 loss.
dTERT: telomerase reverse transcriptase.
eATRX: Alpha Thalassemia/Mental Retardation Syndrome X-linked.

MCA Can Associate an Epigenetic Stemness Index
(mDNAsi) as a Prognostic Factor in Gliomas
After demonstrating that MCA effectively reduces
dimensionality and identifies associations between prognostic
factors and clinical data in the glioma database, we proceeded
to explore whether MCA could also associate these variables
with stemness phenotype. For this analysis, we updated our
database by including mDNAsi as a new variable, categorized
into low, intermediate, and high levels of stemness. These

categories were based on the DNA methylation index related
to tumor pathology and clinical outcomes, as previously studied
by [21].

First, we evaluated whether the categorical glioma variables
were randomly or nonrandomly associated with mDNAsi by
creating individual contingency tables for each pair of glioma
variables and applying χ² tests (Multimedia Appendix 16). We
also confirmed the associations between categorical variables
using the Fisher exact test (P value <.05) ( Multimedia
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Appendix 17). All the variables were found to be suitable for
MCA. Then, using ASR values to evaluate the strength of these
associations, our results indicated strong associations between
high mDNAsi levels and poor prognostic and clinical factors.
Higher mDNAsi levels were associated with GBM, IDH
wild-type, absence of 1p19q co-deletion, unmethylated MGMT
promoter, TERT expression, grade 3 and 4, patient’s vital status
as dead, Chr7+/Chr10–, chromosomes 19/20 co-gain, ATRX

wildtype and ME and CL transcriptome subtypes (Table 3).
Conversely, intermediate and lower levels of mDNAsi were
associated with characteristics related to favorable prognosis,
including oligodendroglioma, IDH mutant, 1p19q co-deletion,
methylation of MGMT promoter, absence of TERT expression,
grade 2, patient’s vital status as alive, no combined copy number
alteration, absence of chromosomes 19/20 co-gain, ATRX
mutant, and PN and NE transcriptome subtypes (Table 3).

Table . Table exhibiting the values of the adjusted standardized residuals. Categories of variables with values higher than 1.96 are considered associated.
We could observe a strong association between poorer prognostic factors and a higher stemness index (DNA methylation stemness index [mDNAsi]).
In contrast, better prognostic factors were associated with lower stemness index.

Categories associated withmDNAsiGlioma Variables

HighIntermediateLow

High8.507——aGlioblastoma

Not associated———Oligoastrocytoma

Low——3.949Oligodendroglioma

High2.832——Astrocytoma

Low and intermediate—4.0573.279G2

High2.392——G3

High8.507——G4

High15.904——IDHb wild type

Low and intermediate—7.0578.743IDH mutant

Low and intermediate—2.1025.7721p/19q codeletion

High7.964——1p/19q non-codeletion

Low and intermediate—3.9615.944Methylated MGMTc promot-
er

High9.983——Unmethylated MGMT pro-
moter

Low and intermediate—5.9276.436No combined

Chr7+/Chr10−d

High12.433——Chr7+/Chr10−

Intermediate—3.216—Not expressed TERTe

High3.351——Expressed TERT

Intermediate—3.505—ATRXf mutant

High4.949——ATRX wild type

Low——8.476Proneural subtype

Intermediate—4.218—Neural subtype

High4.771——Mesenchymal subtype

High10.981——Classical subtype

aNot applicable.
bIDH: isocitrate dehydrogenase.
cMGMT: methylguanine methyltransferase.
dChr7+/Chr10–: chromosome 7 gain and 10 loss.
eTERT: telomerase reverse transcriptase.
fATRX: Alpha Thalassemia/Mental Retardation Syndrome X-linked.

Using MCA, dimension 1 (x-axis) accounted for 28.7% of the
variance, while dimension 2 (y-axis) accounted for 14.39%.

The inertia (sum of the variances) for these 2 dimensions was
43.09%. The variance of the overall dimensions (18 dimensions)
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for the combinations of the variables is illustrated in Multimedia
Appendix 18. The total inertia (sum of the variances) was 1.5.
The 2D perceptual map exhibited the associations between the
categories of each variable (Figure 3). The perceptual map
reveals categories such as GBM, unmethylated MGMT
promoter, IDH wild type, Chr7 gain and Chr10 loss, grade 4,
GBM ATRX wild type, TERT expression, non-codel 1p.19q,
and CL and ME transcriptome subtypes are closely associated

with high mDNAsi, appearing along the positive x-axis
(dimension 1). Conversely, categories like oligoastrocytomas
and oligodendrogliomas, grade 2, IDH mutant, codel 1p19q,
methylated MGMT promoter, no combined copy number
alterations, no expression of TERT, ATRX mutant, and PN and
NE transcriptome subtypes are closely associated with alive
vital status, appearing along the negative x-axis (dimension 1)
(Figure 3).

Figure 3. Multiple correspondence analysis (MCA) 2D perceptual map demonstrating the association between the categories of each categorical
variable. Categories that are closely clustered are strongly associated with each other. Categories such as glioblastoma, unmethylated MGMT promoter,
IDH wild type, chromosome 7 gain and 10 loss (Chr7+/Chr10–), grade 4, glioblastoma ATRX wild type, TERT expression, non-codel 1p.19q, and CL
and ME transcriptome subtypes are closely associated with high mDNAsi, appearing along the positive x-axis (dimension 1). ATRX: alpha
thalassemia/mental retardation syndrome, X-linked; CL: classical; IDH: isocitrate dehydrogenase; mDNAsi: DNA methylation stemness index; ME:
mesenchymal; MGMT: methylguanine methyltransferase; NE: neural; PN: proneural; TERT: telomerase reverse transcriptase.

Discussion

Principal Findings
Multiple efforts have been made to explore the diversity of
oncologic diseases, with significant contributions from genetics,
cell and tissue biology, as well as computational and
experimental technologies, providing a wealth of information
on cancer manifestations. In the field of glioma research,
emerging approaches have sought to clarify tumor pathology
and grading through the introduction of novel types and
subtypes, as well as by identifying molecular markers and
genetic mutations that contribute to predicting diagnosis and

prognosis. However, it also results in an accumulation of
extensive datasets, presenting challenges in interpretation and
visualization regarding the associations between prognostic
factors. In this study, we used MCA, an unsupervised data
science approach, to establish statistical associations between
different qualitative variables of gliomas. This method was able
to reduce data dimensionality and represent it on a 2D perceptual
map, revealing associations between various established glioma
prognostic factors, including histological classification, IDH
status, MGMT promoter methylation, and transcriptome
subtypes. Furthermore, we associated these clinical and
prognostic variables with an epigenetic-based stemness index
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(mDNAsi), demonstrating that higher stemness levels were
associated with poorer prognostic factors, providing a useful
tool to associate prognostic markers in brain tumors.

Comparison to Prior Studies
Several clinical and molecular factors are considered in
predicting the prognosis and survival of brain tumors, more
specifically for gliomas. Beyond histological classification and
tumor grade, genetic and molecular biomarkers have been
incorporated as potential prognostic indicators. Thus, we first
evaluated the ability of MCA to associate these consolidated
prognostic variables with the patient’s vital status. Our findings
demonstrate that MCA effectively clusters poor prognostic
factors with dead vital status. All these prognostic factors are
well consolidated and associated with malignancy of gliomas.
IDH mutation represents one of the main prognostic markers
for gliomas [25]. It has been identified that one of the
mechanisms given by this favorable outcome is the impaired
production of nicotinamide adenine dinucleotide phosphate in
Krebs cycle caused by IDH1 enzyme mutation that can sensitize
tumor cells to chemotherapy and explain the favorable prognosis
of patients with IDH mutation [25]. Likewise, co-deletion of
1p19q chromosome arms, especially when combined with other
biomarkers such as IDH mutation and TERT expression, has
been used as a predictive biomarker and recent studies
investigated biological mechanisms to be significantly linked
to genes involved in cell division, angiogenesis, and DNA repair
responses [26]. Thus, we demonstrated that MCA was able to
capture and associate key glioma hallmarks with patients’ vital
status, which was applied to different clinical variables.

Subsequently, we applied MCA to explore the association
between high stemness levels (mDNAsi) and characteristics
related to poor prognosis. Stemness has been considered an
important phenotype in glioma malignancy and is potentially
associated with CL genetic alterations, such as the gain of
chromosome 7. Chromosome 7 harbors some key genes related
to stemness, including Epidermal Growth Factor Receptor
(EGFR), Mesenchymal-Epithelial Transition Factor (MET),
and Homeobox A gene (HOXA). A study of 86 GBMs reported
that EGFR amplification occurs with higher probability in
samples that have a gain of chromosome 7 (82.1%) compared
with those without it (66.7%) [27]. In addition, EGFR
amplification is more prevalent in IDH-wildtype diffuse gliomas
(66.0%) and GBM (85.5%) [28], which are also associated with
poorer prognostic factors, consistent with our findings. High
mDNAsi has been previously linked to EGFR mutations [21].
The HOXA and MET loci, also located on chromosome 7, have
been implicated in stemness-related pathways. Notably, studies
have demonstrated interactions between chromosome 7 gain
and the expression of a stem cell-related HOX signature in
GBMs [29]. Analysis of the MET gene at 7q31.2 revealed that
gain occurs in 47% of primary and 44% of secondary GBMs,
suggesting that this genetic alteration contributes to the
pathogenesis of both GBM subtypes [30].

Overall, relatively few studies have used MCA to explore
associations with cancer phenotypes. Previous studies have
applied MCA to different approaches, such as analyzing
prognosis low rectal cancer surgery [31], investigating the
association between some types of cancer in rural or urban areas
[15], examining the association between Traditional Chinese
Medicine Syndrome and histopathology of colorectal cancer
[32], assessing clinically relevant demographic variables across
multiple gastrointestinal cancers [33], and the relationship
between types of diagnostic classification in breast cancer [34].
Our study also highlights the utility of MCA in investigating
associations within the context of brain tumors. MCA enables
the investigation of the pattern among many categorical factors
in gliomas, providing a powerful computational approach to
identify and test prognostic variables. It was possible to visually
and quantitatively represent the associations, which facilitates
the identification of distinct patient clusters based on shared
prognostic characteristics. Our findings were consistent with
previous literature and emphasized stemness as an important
phenotype for gliomas.

Limitations
Our study has inherent limitations. First, as a retrospective
analysis of TCGA data, it is subject to selection bias. Second,
we associated all the prognostic variables with patients’ vital
status, which may not be the most optimal variable for
determining prognosis. For the future, we intend to improve
our model validating its applicability in other prospective
datasets. Third, the absence of therapy data is another limitation
of this study. Finally, an intrinsic limitation of MCA is that
retaining only 2 or 3 dimensions may not sufficiently capture
all the significant features in the data. In our analysis, the
percentage of explained inertia was approximately 40%. While
there is not an accepted threshold for adequately explained
inertia, common guidelines recommend retaining dimensions
that represent over 70% of the inertia [35]. However, explained
inertia in the range of 40%‐60% is often considered
informative, and the interpretability and relevance of the patterns
revealed by the dimensions are frequently more important than
the exact percentage of inertia explained, especially in a complex
heterogeneous disease such as brain tumors [36].

Conclusion and Future Perspectives
In conclusion, our findings suggest that MCA is a valuable tool
for understanding the interdependence between prognostic
markers in gliomas. MCA facilitates the exploration of a
large-scale dataset and enhances the identification of
associations. Considering the advances in computational
oncology and the emergence of new oncological features, such
as stemness phenotype, incorporating MCA into cancer research
as an approach to exploring the complex heterogeneity of the
oncologic field becomes a powerful tool for simplifying data
management. It contributes to researchers statistically identifying
associations between variables within extensive databases and
improves the visual representation, leading to a deeper
understanding of cancer findings.
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Abstract

Background: Biobank privacy policies strip patient identifiers from donated specimens, undermining transparency, utility, and
value for patients, scientists, and society. We are advancing decentralized biobanking apps that reconnect patients with biospecimens
and facilitate engagement through a privacy-preserving nonfungible token (NFT) digital twin framework. The decentralized
biobanking platform was first piloted for breast cancer biobank members.

Objective: This study aimed to demonstrate the technical feasibility of (1) patient-friendly biobanking apps, (2) integration
with institutional biobanks, and (3) establishing the foundation of an NFT digital twin framework for decentralized biobanking.

Methods: We designed, developed, and deployed a decentralized biobanking mobile app for a feasibility pilot from 2021 to
2023 in the setting of a breast cancer biobank at a National Cancer Institute comprehensive cancer center. The Flutter app was
integrated with the biobank’s laboratory information management systems via an institutional review board–approved mechanism
leveraging authorized, secure devices and anonymous ID codes and complemented with a nontransferable ERC-721 NFT
representing the soul-bound connection between an individual and their specimens. Biowallet NFTs were held within a custodial
wallet, whereas the user experiences simulated token-gated access to personalized feedback about collection and use of individual
and collective deidentified specimens. Quantified app user journeys and NFT deployment data demonstrate technical feasibility
complemented with design workshop feedback.

Results: The decentralized biobanking app incorporated key features: “biobank” (learn about biobanking), “biowallet” (track
personal biospecimens), “labs” (follow research), and “profile” (share data and preferences). In total, 405 pilot participants
downloaded the app, including 361 (89.1%) biobank members. A total of 4 central user journeys were captured. First, all app
users were oriented to the ≥60,000-biospecimen collection, and 37.8% (153/405) completed research profiles, collectively
enhancing annotations for 760 unused specimens. NFTs were minted for 94.6% (140/148) of app users with specimens at an
average cost of US $4.51 (SD US $2.54; range US $1.84-$11.23) per token, projected to US $17,769.40 (SD US $159.52; range
US $7265.62-$44,229.27) for the biobank population. In total, 89.3% (125/140) of the users successfully claimed NFTs during
the pilot, thereby tracking 1812 personal specimens, including 202 (11.2%) distributed under 42 unique research protocols.
Participants embraced the opportunity for direct feedback, community engagement, and potential health benefits, although user
onboarding requires further refinement.
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Conclusions: Decentralized biobanking apps demonstrate technical feasibility for empowering patients to track donated
biospecimens via integration with institutional biobank infrastructure. Our pilot reveals potential to accelerate biomedical research
through patient engagement; however, further development is needed to optimize the accessibility, efficiency, and scalability of
platform design and blockchain elements, as well as a robust incentive and governance structure for decentralized biobanking.

(JMIR Bioinform Biotech 2025;6:e70463)   doi:10.2196/70463

KEYWORDS

patient empowerment; biobanking; biospecimens; transparency; community engagement; nonfungible tokens; NFTs; blockchain
technology; decentralized biobanking; pilot studies; technical feasibility; biowallet

Introduction

Background
University biobanks collect, store, and distribute biospecimens
such as tissue and blood, capitalizing on leftover clinical
materials from affiliated hospitals to drive biomedical science
and drug discovery [1-3]. Standard operating procedure for most
biobanks in academic medical centers includes prospective
broad consent for nonspecific, future research [4] coupled with
deidentification, whereby identifiers are stripped before
specimen allocation [5]. In this setting, patients do not learn
what becomes of their donations, and scientists lack access to
the donor, linked specimens, and evolving clinical data [4,6].
This disconnect, though the by-product of policies designed to
protect privacy while promoting learning, promulgates a biobank
ecosystem that permits problematic gaps in recognition,
reciprocity, and return of results [7,8]. Simultaneously, vast yet
siloed specimen collections have accumulated across most US
academic medical centers, a widely underused and unsustainable
“treasure trove” wherein frozen assets lay hidden from patients
and scientists for whom they may be most valuable [3,9]. The
lack of an efficient market for ensuring the use of donated
materials deepens the crisis of faith in public health institutions
and has prompted attempts at marketplace solutions [10,11].

We are advancing decentralized biobanking as a software
platform predicated on blockchain technology’s democratic
ethos, incentive alignment, transparency, and assurances of trust
[12]. These key features are reflective of blockchains as
permissionless, distributed, shared ledgers of digital transactions
engineered to be mathematically concordant, accessible, and
auditable [13], underscoring their first and most successful use
to date for the creation of global digital currency such as Bitcoin,
which makes them fit for purpose in efforts to decentralize
ownership and governance of data through thoughtfully
structured peer-to-peer networks [14]. One of the most
promising innovations enabled by blockchains are nonfungible
tokens (NFTs), digital record identifiers that serve as electronic
deeds for provably unique digital or physical assets that may
be represented “on-chain” [15]. The potential for blockchain
and NFTs to play a role in restructuring control and ownership
of data has been widely discussed, with several notable projects
in the health care domain [16,17]. Although empowering patient
ownership of health data is compelling in theory, full realization
of such initiatives has been elusive in light of complex
regulatory considerations, socioeconomic factors, and technical
limitations for blockchain technologies and legacy systems
[18,19].

Building on the success and diversity of blockchain applications
for decentralized finance [20,21], decentralized biobanking
applies human-centered design and innovative system
mechanisms to empower patients to track donated biospecimens
and engage in downstream research activities, outcomes, and
products via a platform compatible with established privacy
policies and workflows. Our approach provides patients with
secure, direct access to personal specimen data housed in
institutional databases via user-friendly mobile and web apps
complemented with a privacy-preserving NFT digital twin
framework [22]. This strategy may support stepwise adoption
of increasingly autonomous and progressively decentralized
collaborations among patients, scientists, and physicians in a
dynamic biomedical metaverse, or “biomediverse.”

Objectives
Successful implementation of decentralized biobanking will
usher in a new standard for research transparency, foster
institutional accountability to the patients and communities they
serve, and create opportunities to unite siloed datasets, facilitate
timely translation of precision medicine and enable structurally
just marketplace solutions for improving efficiency and
effectiveness in the management of one of our most precious
human resources. In this paper, we explore the technical
feasibility of decentralized biobanking through a description
and quantitative analysis of a live pilot for a breast cancer
biobank at a US academic medical center. We discuss system
design, key features, and NFT functionality, illustrating how
the platform provided transparency and recognition of patients’
contributions to a real-world biobank.

Methods

Decentralized Biobanking System Design: NFT Digital
Twin Framework
Decentralized biobanking builds digital bridges among patients,
specimens, and scientists, connecting stakeholders based on
real-world relationships predicated upon transactions within
existing biobank infrastructure and research protocols (Figure
1). The system design represents all people, protocols, and assets
in an NFT digital twin framework, creating a blockchain-backed
overlay network on top of the established biospecimen
ecosystem. Our approach presents a unique strategy for the
progressive inclusion of patients, allowing for the
implementation of a composable software platform with
programmable, modular elements, mechanisms, and workflows
that may be integrated with institutional biobank databases to
provide durable transparency without requiring substantial time,

JMIR Bioinform Biotech 2025 | vol. 6 | e70463 | p.17https://bioinform.jmir.org/2025/1/e70463
(page number not for citation purposes)

Sanchez et alJMIR BIOINFORMATICS AND BIOTECHNOLOGY

XSL•FO
RenderX

http://dx.doi.org/10.2196/70463
http://www.w3.org/Style/XSL
http://www.renderx.com/


labor, or ongoing participation of physicians, biobankers, and
scientists. This framework applies privacy by design throughout
the engineering process, implementing techniques such as data
minimization and innovative system architectures to ensure
compliance with established biospecimen collection and research

protocols, institutional policies, and data structures. The core
benefits of our approach are use case agnostic and can be applied
for all biobanks, research protocols, and institutions with minor
modifications at each new site.

Figure 1. Decentralized biobanking system design—nonfungible token (NFT) framework and software applications uniting patients, specimens, and
scientists. This system diagram illustrates key entities of biobanking connected via a specimen supply chain (red arrow) yet presently lacking a unified
platform for collaboration. The proposed decentralized biobanking NFT digital twin framework is designed to integrate with this established infrastructure,
mapping the stakeholders, specimens, and studies in the biobanking ecosystem and enabling applications whereby they may be united for mutually
beneficial collaboration, data exchange, and value-building activities.

Pilot Setting
The Breast Disease Research Repository (BDRR;
STUDY19060196) is a large breast cancer biobank platform at
the intersection of the University of Pittsburgh, the University
of Pittsburgh Medical Center, and Hillman Cancer Center that
served as the pilot study use case. Broad prospective consent
for the BDRR is embedded in the breast cancer service line, for
example, concurrently with surgical consent. Once consented,
“leftovers” from any clinical procedures may be collected by
the biobank without further notice or engagement. From 2006
to 2023, more than 10,000 patients consented for the BDRR
and specimens were collected from 4000 participants to date.
In total, approximately 61,000 specimens were collected, and
6000 were distributed for research, with a mix of fresh and
frozen distributions. The biobank operates via a hub-and-spoke
model, allocating specimens chiefly to local investigators under
designated research or subbiobanking protocols (eg, a flagship
patient-derived organoid biobank that grows and distributes
copies of living 3D cell cultures [approximately n=300]).

Requirement Gathering
Foundational surveys, semistructured interviews, community
engagement, and stakeholder alignment activities with

populations with breast cancer, physicians, advocates, and
scientists informed our approach to designing a biobanking app
for patients [23]. Broadly, we found that patients have an unmet
demand for feedback about research on their specimens, with
particular interest surrounding personal meaning or potential
health benefits for the individual or their family members. For
example, a survey respondent noted the following:

Giving patients access to this type of information
could decrease the lethal lag between research
findings and actual clinical practice.

One patient advocacy leader captured this sentiment, noting the
following:

We have been screaming for this, banging on pots
and pans. Thank you for taking this on.

Importantly, she alluded to the multifactorial challenge of
enabling patients to track and learn about donated biospecimens
[23], which would require novel, user-friendly interface designs
as well as system architectures and pilot protocols compliant
with regulatory norms, compatible with established workflows,
and acceptable within the institutional milieu.
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Thus, we interacted extensively with the breast cancer service
line, the institutional biobanking platform, and institutional
review board (IRB) and Office of Human Research Protections
leadership, as well as research scientists, clinical and teaching
faculty, IT staff, technology transfer teams, and
cross-disciplinary institutional leadership. Concurrently, the
ethnography of the specimen procurement supply chain allowed
us to map the breast cancer biobank ecosystem [23]. We
examined all contexts along the data pipeline, from
population-level breast cancer screening to diagnostic biopsies
and surgical treatments, clinical pathology, and specimen
accessioning through the biobanking platform, where it may be
stored for future use in –80 °C freezers or distributed fresh for
next-generation biobanking applications such as patient-derived
organoids, multi-omics, and high-throughput testing. Given the
well-documented challenges for biobank sustainability, we took
special interest in learning about economic and logistical
challenges pertaining to this sector. Regulatory considerations,
operational feasibility, and economic analyses will be reported
elsewhere [23].

Prototyping
The first decentralized biobanking prototype established the
proof of concept, leveraging ERC-721 NFTs to keep patients
connected to donated specimens throughout the research life
cycle. The NFT platform was integrated with a novel mobile
app for privacy-preserving collaboration among patients,
scientists, and physicians in a model breast cancer organoid
ecosystem. A second prototype advanced a comprehensive NFT
digital twin framework with ERC-1155 modeled using a publicly
available real-world organoid biobank dataset (National Cancer
Institute Human Cancer Models Initiative) [24,25]. This
web-based prototype focused on generating value for scientists,
illustrating potential to enhance efficiency, effectiveness, and
impact of biospecimen research. Third, no-code front-end mobile
app prototypes were developed to demonstrate, test, and refine
user interfaces and experiences for the engagement of donors
in biobanking.

User Interface and User Experience
We drafted wireframes using anonymous model biospecimen
information from the institutional biobank database. App design
processes sought to minimize cognitive effort for mobile app
users, maximize accessibility across ages and educational levels,
and adhere to rigorous privacy standards and customs in
accordance with the established biospecimen collection
protocols. We progressively simplified and iterated display text
and content to make it as concise and concrete as possible and
unified across decentralized biobanking app interfaces. To
facilitate navigation, we streamlined presentation of content in
each of the 4 core interfaces using accordion elements
complemented with individual cards for each biospecimen, with
pop-ups to guide transitions within and across interfaces. Unified
color schemes, fonts, and item designs adhered to predetermined
themes with a standardized format that was gradually refined.

The designs were tested and validated via further research
surveys and interviews. Immersive design workshops solidified
core app requirements. Initial usability testing included online
and in-person sessions with clickable prototypes and functional

prototype demonstrations followed by usability testing and
cognitive walk-throughs on users’ personal devices.

Front-End Development and Testing
Finalized mobile app designs were developed using Flutter so
that iOS and Android users could participate in the pilot. The
apps were tested and deployed to Apple TestFlight and the
Google Play Store, allowing for download directly to
participants’ personal devices. From August 2022 to January
2023, feedback from 110 unique individuals was incorporated,
including 45 (40.9%) BDRR members, 28 (25.5%) who
downloaded and tested the app on their personal devices, and
14 (12.7%) who viewed personalized biospecimen content
within the app interface. The result was a validated app
facilitating interaction between donors and biospecimens within
the breast cancer biobank, personalized collection content, and
mappings from biobank database details.

Blockchain Development
Initial decentralized biobanking prototypes were developed
experimenting with different tokenization strategies using
Ethereum’s ERC-721 and ERC-1155 NFT standards for
mapping dynamic relationships among patients, biospecimens,
physicians, scientists, and corresponding biobanking and
research protocols. However, variable costs of transaction fees
(known as gas fees) on the Ethereum network and high friction
for blockchain onboarding were major limitations for
implementing a real-world pilot.

These constraints informed the design of a functional,
blockchain-backed prototype suitable for the pilot population
and setting, leveraging a fit-for-purpose blend of centralized
and decentralized applications that would enable patients to
track and learn about donated specimens appropriate to the
highest-order objectives for the first live pilot of decentralized
biobanking technology.

A nontransferable ERC-721 NFT, also referred to as a
“soul-bound token” [26], was developed to represent each
donor’s immutable, inherently unique connection to their
personal biospecimens. This token [26] was held within a single
externally owned account that served as a custodial wallet. Of
note, our previous decentralized biobanking prototype for
organoid research networks, as described elsewhere, used
ERC-1155 to advance a comprehensive digital twin ecosystem
with NFTs representing patients, specimens, multigenerational
derivatives (eg, patient-derived organoids), scientists, and
physicians, as well as externally owned biobanker accounts,
demonstrating the potential for a sophisticated solution [25].
However, while using the ERC-1155 standard would have
offered savings for deploying multiple token collections
representative of the entire biobanking ecosystem, applying
them to a single soul-bound token collection for this use case
would have yielded no additional benefits while adding
unnecessary complexity [25].

Each biowallet NFT served as a customized yet anonymous
“token of appreciation” for specimen donation coupled with a
front-end user experience simulating token-gated access to
personal biobank data. This token-gated process was performed
manually, minting the tokens individually via the smart contract
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interface on Etherscan. Subsequently, the token metadata and
transaction details were stored within a secure, IRB-approved
database for the eligible user. This created a digital honest broker
mechanism for managing in-app participant-specimen
engagement without requiring further humans in the loop or
revealing donor names or other personally identifiable
information to third parties.

System Architecture
The decentralized biobanking pilot system incorporated 3 core
components: an app overlying institutional biobank and
research infrastructure with a blockchain-backed NFT digital
twin framework (Figure 2).

The app used an n-tier architecture pattern with interconnected
workflows across distinct, modular components with varying
responsibilities (Table 1). Our user-friendly mobile app,
available on Android and iOS, was powered by applications
built using Amazon Web Services. During this initial pilot phase,
our system relied on external services and data sources that were
not yet directly integrated with our deployed technology. Our
NFT framework consisted of an ERC-721 smart contract
designed to mint nontransferable, soul-bound biowallet tokens
that were deployed to the Ethereum mainnet. Deidentified
biospecimen data were provided by biobank personnel to
authorized study team members, who would use a secure device
to import the records into the pilot system’s database. Both
required manual processes for pilot implementation.

Figure 2. System architecture diagram—decentralized biobanking pilot app for breast cancer biobank. This system architecture diagram incorporates
the decentralized biobanking mobile app powered by internal components that handle business logic, data storage, and data integrations built on a
cloud-based infrastructure using Amazon Web Services (AWS); this is flanked by corresponding elements connected via secure authorized access
devices for interacting with the nonfungible token (NFT) digital framework’s biowallet tokens deployed on Ethereum and institutional data sources
from the Breast Disease Research Repository and Institute of Precision Medicine organoid biobank.
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Table 1. Key details of the decentralized biobanking pilot system architecture.

Technical detailsComponent

App • Presentation tier: the Flutter mobile app built and deployed using Android Studio (Google) and Xcode (Apple Inc) to enable
download to Android and iOS devices. The app provided front-end user interfaces for patients, enabling dynamic interactions,
user inputs, and the presentation of queried information from institutional data sources through the app tier. Google’s Firebase
Authentication services manage account creation and management, encrypting data in transit using HTTPS and at rest using
the scrypt standard cryptographic protocol. Passwords are stored securely using encryption, salting, and 1-way hashing following

NISTa 800-63b recommendations.
• App tier: used a Node.js (OpenJS Foundation) server to enable all core functionality and logic of the app, including specimen

tracking with enhanced transparency into biobank activities and subsequent research. This layer is also responsible for enforcing
security and access rules, handling connectivity to and communication with data sources and external services, and processing

data to return to the presentation layer. Deployed on AWSb Elastic Beanstalk, the app instances sit behind load balancers for
scalability, running in private subnets.

• Data tier: hosted by an Amazon Aurora database cluster using the MySQL engine. It hosts a secure, highly available database
that stores and retrieves the information necessary for the app to run. This includes donated sample records housed on the

BIOSc and corresponding biospecimen freezer repositories across 4 physical locations of the Pitt Biospecimen Core, as well

as unique cryptographic IDs from Firebase and claimed biowallet NFTsd to establish privacy-preserving data linkages between
donors and their deidentified biospecimens. As noted in the presentation tier, user credentials for accessing the app are stored
separately on secure Firebase servers.

• Infrastructure tier: referenced within the app and data tiers, our AWS cloud infrastructure provides the foundation for networking
and security, ensuring availability, scalability, and interoperability across system components Multimedia Appendix 1.

Blockchain • NFT framework: an ERC-721 smart contract designed to mint nontransferable, soul-bound biowallet tokens was deployed to
the Ethereum mainnet via a transaction sent to an Infura-hosted node from a local Node.js runtime environment using Hardhat.
The overarching framework incorporates NFTs representing all stakeholders, specimens, and protocols, allowing for composable

layers of complexity, utility, and value to be built upon the PIOe architecture.

Biobank • Institutional biospecimen and research databases: biobank personnel provided access to deidentified biospecimen data via
OneDrive Microsoft Excel (Microsoft Corp) files to an authorized study team member, who would use a secure device to import

the updated records into the Aurora database. Similarly, Microsoft Excel files containing biobank (BDRRf) registered members
were provided by research staff as exported from OnCore. In addition, imaging and research data from an organoid biobank
“spoke” were shared via OneDrive, and curated representative datasets were hosted on Dropbox (Dropbox, Inc).

aNIST: National Institute of Standards and Technology.
bAWS: Amazon Web Services.
cBIOS: Biospecimen Inventory and Operations System.
dNFT: nonfungible token.
ePIO: programmed input-output.
fBDRR: Breast Disease Research Repository.

Pilot Study
Participants were recruited via electronic and paper fliers for
“Decentralized Biobanking “de-bi”: An App for Patient
Feedback from Biobank Research Donation”
(STUDY22020035). The pilot aimed to recruit 300 participants
over 6 to 12 months. App download invites were distributed
via email with Apple and Android instructions. IT support was
provided as needed, with real-time bug fixes and improvements
based on user feedback. App interfaces, design, and features
were iterated in monthly sprints. Participatory research,
user-centered design, and usability testing, as well as
quantitative and qualitative assessments of patient, physician,
and scientist acceptability, will be reported elsewhere. NFT
minting for pilot performance took place from March 7, 2023,
to May 8, 2023. Multimedia Appendix 2 details the pilot
recruitment to sample tracking process.

Data Sources and Analysis
The technical data reviewed included conceptual models,
technical diagrams, product feature documentation, and

screenshots of user journeys as experienced by decentralized
biobanking pilot participants using the Flutter app. We also
consider biospecimen collection data from the institutional
Biospecimen Inventory and Operations System via Microsoft
Excel (Microsoft Corp) exports, in-app activity data recorded
in a MySQL database, and blockchain transactions on the
Ethereum network accessed via Etherscan. Technical feasibility
was assessed from feature requirements, interface designs, and
quantifiable user experiences from the live implementation. To
further evaluate pilot outcomes, we provide simple descriptive
statistics from the quantitative datasets and comparative cost
analyses for alternative NFT design strategies calculated using
values from tokens minted during the pilot. Patient experiences
were captured via written feedback from a co-design workshop
during the app development phase and a usability workshop
session held with pilot participants.

Ethical Considerations
Research was performed under IRB-approved human subjects
research protocols and a Quality Improvement protocol (Textbox
1 provides protocol numbers, titles, and approving body).
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Participants provided informed consent or the equivalent, in
accordance with respective protocols. Conflict of interest
disclosures were included in consent documents and verbal
disclosures were provided for all online and in-person
encounters. All data reported here are either de-identified or
anonymized and privacy-by-design was utilized within the de-bi
app to maintain confidentiality of participant identities.

Participants were not compensated for participation in the
biobank, stakeholder interviews, quality improvement activities
or de-bi app pilot study (STUDY19060196, IRB00019273,
QRC 3958 and STUDY22020035, respectively). Our
foundational research protocol (STUDY22010118) provided
$10 gift cards for surveys, with an additional $20 for those who
completed follow-up interviews.

Textbox 1. Human participants and quality improvement protocols for technology feasibility.

• STUDY22010118: patient views, preferences and engagement in next-generation biobank research (University of Pittsburgh)

• IRB00019273: nonfungible tokens for ethical, efficient and effective use of biosamples (Johns Hopkins University)

• STUDY19060196: Breast Disease Research Repository: tissue and bodily fluid and medical information acquisition protocol (04-162; Hillman
Cancer Center)

• QRC 3958: patient-facing biobank platform development Quality Improvement proposal for Beckwith award–breast cancer supply chain analysis,
biobank token model development, and initial pre-pilot testing with University of Pittsburgh Medical Center patients (University of Pittsburgh
Medical Center)

• STUDY22020035: decentralized biobanking “de-bi”: exploring patients interests in feedback, education, follow-up, engagement and tokens of
appreciation regarding biobank donation via mobile and web applications (University of Pittsburgh)

Results

Prepilot Results
A co-design session (n=15) was conducted before the pilot to
characterize patient preferences and areas of confusion. This
session was one in a series of extensive participatory design
sessions, which we have reported elsewhere [23]. Participants
were most excited about decentralized biobanking for feedback
and recognition (“to see my own cells+know how those cells
are advancing science”), community-engaged research (“to

connect with others through this app”), and precision medicine
potential (“to get helpful results regarding my health”),
suggesting acceptance of our vision and overall approach. At
the conclusion of this phase, there was still confusion
surrounding logistics and governance (“how we find our samples
and approve their use”), technical concepts (“Why NFT’s?”),
and unanswered big-picture questions (“Short+long-term—who
benefits from this?”) regarding the decentralized biobanking
platform. Table 2 provides a thematic overview and
representative quotes.
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Table 2. A thematic overview of participant feedback gathered through a prepilot co-design session.

Prepilot participant feedbackTheme

Aspects participants were “most excited about”

Personalized feedback and
recognition

• “The opportunity to see my own cells+know how those cells are advancing science and clinical care.”
• “Having knowledge about [sample] types, research and current news about my tumors.”
• “To be able to follow where my personal donation goes, and what they are doing with it, and what they get out

of it.”

Community-engaged re-
search

• “Great for mutation studies with multiple primary cancer+tumors.”
• “Keeping up to date with genetic mutation research.”
• “I’m excited to connect with others through this app.”
• “That patients who invest their tissue in research are able to connect as co-investigators.”

Potential health benefits • “I’m excited about the idea that there may be more ways to care for my family—better research practices may
enable the medical field to work smarter—maybe ensuring that my children don’t need surgery, chemo, etc.”

• “I am very excited for anything that can improve my health and outcome (and of others).”
• “Being able to get helpful results regarding my health.”
• “I’m excited about the possibility to know how my tissue reacted to a treatment.”
• “Patient access to personal info/data; Personalized medicine potential.”

Aspects participants “still found confusing”

Big picture • “Why do people still get cancer, dammit!”
• “I don’t understand 1) How this may really help me+my family, 2) Short+long-term—who benefits from this?

3) Where does the $ come from? 4) What are we giving up/sacrificing by saying ‘yes.’”
• “How will Dr. utilize?”

Logistics and governance • “I don’t understand how we find our samples and approve their use—I also don’t understand what studies we
could ‘suggest’ or enable through the samples we have provided.”

• “How likely is it that my samples will be used?”
• “Can you use it [de-bi app] even if your surgery already happened?”
• “How to get my tissue submitted to researchers.”

Unclear technical terms
and concepts

• “Not really sure what an organoid is—is it a picture/video of my actual cells or is it a model of my cells?”
• “Why NFT’s?”
• “I am still learning about NFTs and how they will help breast cancer patients.”
• “How will patients interpret data—will it be translated?”

Overall Pilot Results

Overview
Over 10 weeks of active recruitment (February 16 to April 30,
2023), 1080 unique participants enrolled in the decentralized
biobanking pilot, including 9.54% (930/9750) of confirmed
biobank members (Multimedia Appendix 3). Approximately
600 app invites were distributed, and 405 participants
downloaded and completed app registration, including 361
(89.1%) biobank members. All app users were female (405/405,
100%), and the mean age was 56 (SD 12.8; range 18-87) years,

making them younger than both the broader biobank
membership and decentralized biobanking pilot participants
(mean ages of 64, SD 13.6 and 58, SD 13.1 years, respectively).
Multimedia Appendices 4 and 5 detail pilot participant and app
user characteristics relative to those of the overall biobank
membership. There were 4 key features of the piloted app, as
shown in the user journey map (Figure 3). Biobank, biowallet,
and profile features and quantified user journeys are illustrated
in subsequent Journey sections, and laboratory features and
respective user journeys for that context are also described in
detail elsewhere.
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Figure 3. Decentralized biobanking platform user journey. The user journey map demonstrates the status quo of the patient experience with biobank
donation as well as the 4 key features of the decentralized biobanking mobile app that was piloted for a large breast cancer biobank member population
from January 2023 to May 2023. Each of the columns represents primary activities within the different core screens of the decentralized biobanking
mobile app, which the invited participants downloaded to personal iOS and Android devices. The Biobank, Biowallet, and Profile sections are illustrated
with key activities and features. The Lab section on the far right is illustrated, although the journey for the community engagement feature is outside
the scope of this study and is addressed elsewhere. NFT: nonfungible token.

Journey 1: App Onboarding and Biowallet NFT Minting
Process
Upon downloading the app, users entered their name and birth
date, triggering verification of biobank membership and sample

collections, with “biowallet NFT” minting, if applicable, serving
as a digital representation of membership in the biobank donor
community, delivering a user experience of a token-gated bridge
between the user’s app and specimen data, if available (Figure
4).

Figure 4. Opening a biowallet—simulation of token-gated specimen access. The process of opening a biowallet required participants to enter their
name and date of birth, triggering the system to match participants to corresponding members in the biobank (Breast Disease Research Repository).
Once specimen status was established, biowallet nonfungible tokens were minted, specimens were linked to the account, and email notifications indicated
to participants that their biowallet was available.
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Simulated Token Gating Workflows

Once users entered their name and date of birth into the
decentralized biobanking app, a manual, coordinated effort
involving biobank personnel and authorized study team members
verified each user’s biobank consent and matched donors to
their respective biospecimens via a unique anonymous study
ID linked to a Firebase (Google) unique ID associated with their
decentralized biobanking app account. During this process,
study team members would also mint a unique biowallet token
for each verified donor with specimens. These tokens were held
in a custodial wallet, but each token identifier was linked to
donor records within the Amazon Aurora database to establish
a second privacy-preserving mechanism for data linkage.

Firebase established the functional linkage to allow for proper
access control and permission management within the app for
this pilot, whereas the biowallet NFTs and the act of claiming
were representative as a proof of concept as well as a token of
appreciation for participating donors. This decision was made
to limit excess complexity related to using web3 technologies

as a barrier to participation for this population while providing
a comprehensible introduction to the concept of NFTs for
establishing relationships between donors and their samples.
Our aim was to ensure that donors were not excluded from
engaging with the platform based on the extent of their
blockchain expertise.

Various criteria for minting Biowallet tokens were considered
for entire pilot and biobank deployment. Using variation in
token minting costs observed throughout the pilot study to model
minimum, average, and maximum costs (US $1.84, US $4.51,
and US $11.23, respectively), the selected model, minting tokens
for all 272 pilot participants coenrolled in the biobank with one
or more specimens collected, was projected to cost US $1226.72
(SD US $41.91; range US $500.48-$3054.56, Figure 5A, left).
Extended entire biobank implementation, this model is projected
to cost US $17,769.40 (SD US $159.52; range US
$7265.62-$44,229.27; Figure 5A, right). Other models, such as
specimen distribution to a research protocol or biobank
membership were also considered.

Figure 5. Nonfungible token (NFT) minting costs and calculations for the breast cancer biobank pilot. (A) Pilot implementation—comparison of
biowallet token minting criteria for the total cost of pilot deployment. Cost analysis used variation in token minting costs observed throughout the pilot
study to model minimum, average, and maximum costs (US $1.84, US $4.51, and US $11.23, respectively). *Selected token minting criteria for the
decentralized biobanking pilot. (B) Transaction costs in US $ and ether (ETH) are illustrated for 151 NFTs minted during the decentralized biobanking
pilot. (C) Timeline mapping variable cost of biowallet minting events and cumulative costs of minting 151 NFT biowallet tokens throughout the
decentralized biobanking pilot.

Token Minting Costs

The cost of deployment of the biowallet NFT protocol on
Ethereum was US $223.52. A total of 151 biowallet tokens were
minted for US $680.49 at an average of US $4.51 per token
(SD US $2.54; range US $1.84-$11.23; Figure 5B. Biowallet
tokens could be requested by decentralized biobanking pilot

participants who downloaded the app and had one or more
specimens collected (148/405, 36.5%). For context,
procurement, processing, storing, and disbursement of
biospecimens in this institutional biobanking platform costs an
estimated US $1600 per case.
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Biowallet tokens could be requested by decentralized biobanking
pilot participants who downloaded the app and had one or more
specimens collected (148/405, 36.5%). During the pilot, 140
total tokens were requested and minted for eligible participants.
Minting events varied in cost based on fluctuating transaction
fees and the number of participants who had requested biowallet
tokens since the last token minting event. For instance, minting
events ranged from US $3.11 for minting one token, to US
$288.52 for minting 80 tokens in the first batch (Figure 5C).

Journey 2: Biobank Orientation and Research Profile
After requesting a biowallet, users were directed to visit the
biobank, where they were oriented and learned about the overall
biobank inventory and activities, including demographics of
the consented donor population, framed as “biobank members”;
informed consent content; principal investigators; and respective
biobank operations and research activities for entire specimen
collection (Figure 6). We included education about research
protocol development, IRB oversight, procedures for specimen
allocation, and investigator- and protocol-level transactions.
The biobank displayed 60,973 biospecimens from 3940 unique
donors collected from February 1995 to May 2023 and updated
on a regular basis, with 318 new specimens added during the
pilot. The feature tracked collection and distribution totals for
the biobank, with breakdowns for each specimen type (Table
3).

The “profile” allowed participants to enter clinical history and
treatments relevant for research on their specimens. We also
assessed research interests, privacy preferences, engagement
interest, and willingness to donate additional specimens to
scientists as needed. In total, 37.8% (153/405) of the app users
completed one or more portions of the profile, including 37.1%
(134/361) of the biobank members. The profile also displayed
the random “Private ID” number, which enabled users to remain
deidentified while linking to their respective specimens. During
the pilot, we experimented with the naming conventions,
location, and order of presentation of biobank and profile
features to assess impact on participants’ understanding of the
biobank environment, affordances, constraints, and opportunities
presented by the decentralized biobanking platform.

Nearly all participants who filled out the research profile
(151/153, 98.7%) added one or more clinical details (eg, familial
history of breast cancer; Multimedia Appendix 6). Profiles were
completed by 39.9% (59/148) of the participants with samples,
collectively annotating 886 specimens, including 760 (85.8%)
available for future use, 36 (4.1%) “on hold” for a designated
protocol, and 90 (10.2%) that were distributed for research, with
information that was not contained within the institutional
biobank database. In addition, participants added preferences
regarding specimen use, willingness to provide further data and
specimen donations, and future research engagement.

Figure 6. Biobank orientation journey, illustrating the biobank screen and user workflow introducing app users to biobank processes, what it means
to be a biobank member, and regularly updated snapshots of investigator activities, protocols, and specimen allocations, at the level of the overall bank.
The biobank also linked to participant's personal research profile, where they could provide key clinical details, interests, and preferences related to
research on their specimens.
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Table 3. Decentralized biobanking pilot population, app user and token claiming overview.

Token claimed, n (%)bApp users, n (%)aPilot population

130 (12.04)405 (37.5)Total (N=1080)

128 (13.76)361 (38.82)Biobank members (n=930)c

125 (46)148 (54.41)Biobank members with specimens (n=272)d

1812 (46.41)2133 (54.64)Collected specimens (n=3904)d

74 (44.85)88 (53.33)Biobank members with specimens in use (n=165)d,e

40 (44.44)46 (51.11)Fresh (n=90)

40 (40)50 (50)Frozen (n=100)

177 (46.95)202 (53.58)Specimens in use (n=377)d,e

95 (48.72)104 (53.33)Fresh (n=195)

82 (45.05)98 (53.85)Frozen (n=182)

110 (45.45)132 (54.55)Number of donors with specimens available (n=242)d

67 (45.58)81 (55.1)Breast (n=147)

82 (44.32)97 (52.43)Blood (n=185)

80 (48.19)91 (54.82)Urine (n=166)

1522 (46)1757 (53.1)Specimens available (n=3309)d

178 (51.59)205 (59.42)Breast (n=345)

988 (45.55)1145 (52.72)Blood (n=2172)

355 (45.34)406 (51.85)Urine (n=783)

aSpecimen values and donor counts for all app engaged participants with specimens collected.
bSpecimen values and donor counts for all app engaged participants with specimens collected who claimed biowallet tokens during the pilot study.
cDonor counts for all biobank consented pilot participants.
dSpecimen values and donor counts for all biobank consented pilot participants with one or more specimens collected.
eSpecimens considered in use if distributed to a research protocol as of May 4, 2023. A total of 218 specimens among all pilot participants with collected
specimens designated “on hold” for future research use are not shown.

Journey 3: Claiming and Viewing the Biowallet NFT

Overview

Linking app accounts to biospecimen data occurred offline and
took up to 2 weeks supported by software scripts and manual
processes, including checks for false mismatches (eg, due to
typos). Once biowallet NFTs were available, email notifications
prompted participants to log in to their decentralized biobanking
app to open their biowallet and access their personalized
biospecimen data.

Once claimed, the “Biowallet token” appeared on the bottom
of the screen with a link to view the corresponding Ethereum
transaction data (Figure 7). The profile screen showed how
patients could add clinical details that are not in the biobank
database, making their biospecimens more readily discoverable
by prospective users, reducing reliance on third-party chart
review during study planning. The biowallet NFT signified
membership in a collective committed to breast cancer research.
Once claimed, the individual’s unique biowallet NFT could be
viewed via an in-app Etherscan display. The app user experience
represented this process as a symbolic “token of appreciation”
as a form of reciprocity for biobank contributions.
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Figure 7. Claiming and viewing the biowallet nonfungible token (NFT). The figure illustrates the biowallet NFT claiming process, first showing the
appearance of the biowallet when the token is available to be claimed. Next, the claiming process is shown, which invites donors to “join the revolution!”
Once claimed, the user’s personal NFT is represented on the profile page, which is connected via a hyperlink and an in-app display of the Etherscan
view of the NFT, a customized biowallet logo for the pilot, and corresponding blockchain transaction data.

Proof of Concept for Blockchain-Backed Biobanking App

The initial round of minting included “tokens of appreciation”
for participants who were active in the demonstration phase of
the app design and usability testing. The blockchain mechanism
was initially tested with 4 test mints followed by minting “tokens
of appreciation” for 7 demonstration phase participants. In total,
71% (5/7) of the demonstration users successfully completed
the token minting claiming process, illustrating the use of the
“biowallet” NFT as a representation of the individual’s
membership in the biobank community. After validating
functional integration of the blockchain simulation, eligibility
for biowallet tokens was limited to those with confirmed

specimens in the breast cancer biobank, enabling us to simulate
use of the NFTs to establish token-gated access to deidentified
specimen accounts.

Of 148 app users with specimens, 140 (94.6%) initiated the
biowallet token minting process during the pilot. Of 140 tokens
minted, 125 (89.3%) were claimed by users, with an average
of 10 (median 1, IQR 1-5, range 0-100) days between token
minting and token claiming (Figure 8). Compared to individuals
who did not claim their biowallet, those who did claim their
biowallet were slightly younger (average of 58.9, SD 10.8 vs
61.9, SD 14.3 years) and had a similar time since biobank
consent (7.8, SD 5.0 years since consent for claimants vs 7.7,
SD 5.3 years for nonclaimants; Multimedia Appendix 7).
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Figure 8. Nonfungible token claiming details for the decentralized biobanking breast cancer biobank pilot. Participant engagement and timing illustrates
(A) interest in biospecimen tracking and receptiveness to email notification to facilitate the token claiming process and (B) the effective reconnecting
specimens to participants that occurred during the pilot as tokens were claimed. In total, 89.3% (125/140) of tokens minted for app users with specimens
were claimed during the pilot. Tokens were considered unclaimed after ~2.5 months following the final token minting event. A total of 15 participants
had not yet claimed their token as of the conclusion of the pilot.

Ethnography of the US cancer specimen supply chain, including
engagement with industry and academic stakeholders, generated
the following conservative estimates for the commercial value
of cancer tissue, blood, and urine specimens with well-annotated
clinical data: US $1000 for cancer tissue, US $500 for blood,
and US $300 for urine. Hypothetically, this equates to US
$1 million of “available” specimens being populated into app
users’ biowallets during the pilot. Similarly, this corresponds
with a total value of approximately US $30 million for unused
specimens in frozen storage, with roughly US $7000 in value
per specimen contributor. Additional details of the scalability
and economic feasibility of the proposed blockchain solution
will be addressed elsewhere.

Journey 4: Viewing Personal Specimen Details
The “biowallet” was where participants could view details about
when they consented for biobank donation (Figure 9). Once
linkage between the user’s app and respective biobank data was
established, individuals were able to track and learn about their
own biospecimens. Details available via an interactive accordion
feature included their biosample collection date, sample type
and medium, if and when each sample was shared for a

particular research protocol, and similar sample-level
information within the institutional database. The biowallet also
includes a taxonomy of physical and digital biospecimen data
types that may, in the future, be trackable by individual
participants.

Further details regarding specimen distribution and availability
were indicated via additional pop-ups, providing users with an
opportunity to navigate to an app-based laboratory. Here app
users could learn how many donors had contributed specimens
of similar types, or had specimens distributed to the same
research protocol. Of the biobank members using the app, 41%
(148/361) had their “biowallet” populated with a total of 2113
specimens (mean 14.4, SD 12.1; range 1-84), including 1414
(66.9%) blood specimens, 419 (19.8%) urine specimens, and
296 (14%) breast tissues. In total, 70.9% (105/148) of sample
holders had one or more breast tissue specimens. A total of
59.5% (88/148) had one or more specimens “in use” (mean 2.3,
SD 1.6 per person; range 1-8), 40.5% (60/148) of the participants
with specimens had none “in use,” and 4.7% (7/148) of the
participants had specimens “on hold” (mean 24.9, SD 16.3;
range 10-61). Individuals who had no specimens available
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received a digital biobank membership card (Figure 9, panel 2)
and in-app text notifying the participant that no specimens had
been located (yet), with a range of possible explanations.

Collectively, 202 of app users’ specimens were “in use,”
including 104 (51.5%) that were delivered “fresh” the day of
donation (eg, for organoid development) and 98 (4%) from a
frozen collection. A total of 8.2% (174/2113) were “on hold”

for a designated study, and 83.15% (1757/2113) were
“available.” App users’ specimens were distributed to 22
different investigators under 42 research protocols. Between
February 15, 2023, and May 4, 2023, users donated 39 new
specimens, which appeared on the app, 2 (5%) of which were
distributed fresh. In addition, 18% (7/39) were distributed from
frozen storage, and 54% (21/39) were placed “on hold” during
the pilot.

Figure 9. Biowallet sample tracking journey. This figure illustrates the participant experience learning about their personal specimen donations via an
interactive biowallet landing page. Pop-up and accordion features enabled participants to learn about their specimens, including the type, collection
date, distribution to a research protocol versus availability for future use, and explore further details about similar donations and distributions.

Participant Feedback During the Pilot
During the pilot, cognitive walk-throughs with participants
illuminated areas of interest along with potential opportunities
for design improvement. Key areas of excitement included
seeing how their samples were used. One participant stated the
following:

I will [otherwise] never know anything about my cells.

Areas for improvement included improving technological
accessibility (eg, making it iPad compatible) and clarifying the
information presented (eg, “Will there be a way to learn more
about each study?”). Table 4 provides a detailed thematic
overview and representative quotes.
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Table 4. A thematic overview of participant feedback gathered through cognitive walk-throughs conducted during the pilot.

Pilot participant feedbackTheme

Things they liked

Big picture • “This is cool on so many levels.”
• “Incredible concept to learn about.”
• “There are endless possibilities and uses for this.”
• “There is hope for others by giving my cells.”

Personalized feedback • “I can’t wait to see what’s being done with my samples!”
• “Loved the idea of having access to my tissue info+how the two cancers are connected.”
• “I will [otherwise] never know anything about my cells.”
• “I’ll get to see the process.”

Empowerment • “Information I could never access before.”
• “Give patients more control and information.”
• “Profile preferences—great idea.”
• “Private ID+Ability to connect w/ others in similar diagnosis.”

User interfaces and user experience • “Menus under biowallet are clear+concise.”
• “Look of the app.”
• “Easy to navigate.”
• “Easy to use/menus good.”
• “Love the status of ‘in use’ and ‘available.’”

Things they did not like or that did not meet their expectations

Information provided • “Where are investigators that have my tissue or samples.”
• “Unclear when no samples (needs explanation).”
• “Will there be a way to learn more about each study?”
• “I need a little more background before fooling around with the app.”

Accessibility • “Needed tutorial.”
• “Are there options for people who do not have email on their phone.”
• “Under personal history, other than TNBC (triple negative breast cancer) other breast cancers should

be identified.”
• “Need to be able to use on an iPAD for larger screen.”
• “Possible to put app on android tablet?”
• “Being older I’m not a techie and it takes a while.”

Functionality and user navigation • “Biowallet should be first icon.”
• “Make biobank/wallet first tab.”
• “Add search bar in connect.”
• “Some functions are more intuitive than others—more prompts are needed.”
• “What was the purpose behind ‘home’ icon community samples.”

Discussion

Principal Findings
The decentralized biobanking pilot demonstrated the technical
feasibility of design, development, and implementation of a
user-friendly app to deliver transparency and engagement for
donors to a well-established biospecimen collection protocol at
a US academic medical center. Over 400 participants
downloaded and tested the decentralized biobanking app during
the pilot, asserting interest in tracking their biospecimens,
demonstrating the usability of a patient interface for institutional
biobanking data. “Biowallet” tokens (ERC-721) were minted
for app users with confirmed specimens, and 89.3% (125/140)
successfully claimed their NFTs on the app, with over half
(72/125, 57.6%) of the population achieving the task within 1
day of token minting.

Pilot participants’biowallet token claiming process symbolically
asserted their right to know what happens to their inherently
unique biospecimens, to which they are immutably linked via
a nontransferable, one-of-a-kind relationship. The user
experience simulated an NFT-gated process, functionally
reconnecting app users to >1800 deidentified specimens,
providing visibility of affiliated community members and related
research activities all while preserving confidentiality. Critically,
this was achievable with data architecture, interfaces, and
workflows that maintained compliance with preexisting
deidentification standards and specimen collection and
distribution protocols.

Similarly, we showed how integration with institutional biobank
infrastructure can passively provide transparency for donors
without imposing undue burdens on investigators or relying on
individual research programs to sustain community engagement.
Transparency in biobanking has the potential to rebuild donor
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trust in biobanks and improve accountability in biomedical
research [27-29]. Consequently, transparency may be a driver
to improve biobank donations, particularly among communities
with historically rooted distrust of biomedical research [30,31].
The decentralized biobanking framework also allowed for the
retrospective and prospective onboarding of donors,
demonstrating the potential to convert existing biobanks to a
progressively decentralized, patient-centered model.

Minting biowallet NFTs averaged US $4.51 (SD US $2.54;
range US $1.84-$11.23) per token, with a projected total cost
of US $17,769.40 (SD US $159.52) for all biobank members
with specimens. Importantly, a 1-time minting expense of <US
$5 per patient may be considered marginal, especially in view
of the cost of specimen procurement, storage, and distribution.
A workshop on biospecimen economics found the cost of
operating a large biobank to be US $861 per patient [32]. The
value of the specimens themselves is also substantial relative
to minting expenses; academic researchers may pay up to US
$200 per sample, whereas commercial entities may pay up to
US $20,000 per sample [32]. When biospecimens are converted
into living models (eg, organoids), the expenses of both
processing and development increase, but the value is multiplied
several-fold as 1-mL aliquots of the model may cost upward of
several thousand dollars per copy for academic and commercial
users alike [33,34].

Importantly, we also demonstrated how empowering patients
may in turn help scientists by allowing them to annotate their
biospecimens with relevant data that may not be represented in
the institutional biobank database or may be otherwise not
directly available to prospective or current specimen users. Over
37% (150/405) of the participants demonstrated how
longitudinal donor involvement might be leveraged to improve
biosample curation and discoverability, creating opportunities
to enrich research; link siloed datasets; and drive more efficient,
community-driven use of biobank resources. Enhanced
annotation of biospecimens with clinical data reflects increasing
demand among the biobanking community to gain more
contextual biospecimen data [35]. Project LUNGBANK is an
example of ongoing efforts to provide more comprehensive
clinical data to enrich biospecimens [36]. In LUNGBANK,
clinically relevant findings collected through manual chart
review of patient medical records were used to annotate
biospecimens [36]. For the decentralized biobanking app, more
intuitive, strategic placement of the profile feature and improved
framing of its functionality and benefits for donors and scientists
will be essential to optimize the utility of this feature.

Although relatively limited in functionality compared to the
NFT framework advanced in our preclinical prototypes, the
blockchain aspect of the piloted app was significant for several
reasons. First, it represents the first time that most of our
participants, including several octogenarians, had ever interacted
with blockchain technologies. Second, persistence in
overcoming the friction of onboarding related to the blockchain
elements served as further evidence of the high value that
patients place on tracking their specimens, to the point that they
were willing to participate in a cumbersome, multistage process
that, in some cases, took weeks. Third, the blockchain aspect
of the piloted app remains a permanent, institution-agnostic

record of the relationship between specific donors and their
respective biospecimens, highlighting the potential to reunite
individuals with these deeply personal assets, with yet unmet
potential for assurances of trust and shared rewards of research.
Finally, the biowallet NFT represents a foundational gateway
to a composable and progressively decentralized biobanking
ecosystem. That which starts with 1 biowallet token per
participant who contributes specimens may be built upon in a
stepwise manner, forging an interconnected overlay network
that recognizes and unlocks value across today’s siloed biobank
landscape.

Limitations
The pilot relied on manual data workflows to enable
demonstration of a functional decentralized biobanking platform
without requiring full integration of the patient-facing apps with
the enterprise system. Such manual workflows are impractical
for sustainability and scalability. The exponential growth of
health information and advanced computing makes workflow
automation increasingly fundamental [37]. Thus, application
programming interface (API) integration and automated
processes will be necessary for future apps. In view of the
volume of requests received during the pilot as well as interest
in expanding the program to other institutional biobanks,
hospital leadership approved API development to facilitate such
integrations for the next stages of the pilot program. In addition
to being essential for technical feasibility, this approval was
critical as it demonstrated that the manual aspects of our
workflows were not material for the acceptability of our strategy
for reconnecting donors with their deidentified specimens within
institutional biobanks.

Notifications based on in-app activity event triggers were not
fully implemented during the pilot, and a number of manual
steps were required, including substantial coordination across
study team members and email-based messaging to notify
participants about critical changes such as token availability
and biosample status updates. Automated communications must
be incorporated into future pilots with accommodation for a
range of patient preferences and values. Subsequent
development will also make a web-based version to avoid
exclusion of participants for whom smartphone apps may not
be preferred or accessible, particularly with respect to age and
household income [38].

Furthermore, the piloted app interfaces and user journeys were
designed for patient users, whereas engagement with physicians,
biobankers, and scientists occurred via alternative channels (eg,
email and institutional platforms). This limited the functionality
and value within the app as research content was high level,
limited to the scope of the biobank database. Ongoing work is
advancing real-world applications of decentralized biobanking
for scientists and other stakeholders within the NFT digital twin
ecosystem. Inclusion of professional users directly within the
decentralized biobanking platform will be key for unlocking
the ongoing value and network effects of our framework.

Regarding the blockchain elements, the high and highly variable
costs of token mints on Ethereum illustrate the importance of
more cost-efficient strategies, such as layer-2 solutions, for
full-scale implementation. Importantly, our focus on the primary
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NFT digital twin framework centers the stakeholders and their
relational mappings within the ecosystem. This allowed us to
focus on tokenizing the individual participants, in this case, 1
token per biospecimen donor rather than 1 per biospecimen,
which would have increased costs 10- to 20-fold. This was
sensible, especially considering limitations on functionality of
a specimen-representing NFT in the setting of our pilot app;
that is, it was not necessary to tokenize specimens for
implementing transparency and our study did not provide
additional permissions relevant to potential tokenized specimen
utility for shared governance or profit sharing regarding the
underlying biobank assets. Moreover, ensuring the long-term
economic sustainability of biobanks is already a salient concern,
with high costs driven by human resources, equipment, and
sample handling [39-41]. Cost-effectiveness will be essential
for broader adoption of decentralized biobanking technology,
and blockchain solutions in themselves must be complemented
with social, cultural, and legal innovations to enact meaningful
progress [40,42,43].

In addition, NFTs were minted for individual participants, and
personal NFTs were rendered via an in-app Etherscan display,
although the token-gated aspect of the app leveraged Firebase
Unique Identifiers rather than NFTs to minimize complexity
and potential points of failure. Simulation of the user interface
and user experience of blockchain interactions was necessary
to overcome barriers to onboarding inherent to contemporary
avoidances and constraints of decentralized apps, particularly
as our patient population was older and almost exclusively from
non–digital native generations and many were actively grappling
with cancer. This was especially critical given concurrent
educational barriers surrounding the simultaneous introduction
of patients to both biobanking and blockchain for the first time.
For example, a knowledge assessment on biobanking
administered to biospecimen donors found that approximately
half of all questions were answered either incorrectly or with
“I don’t know.” Similarly, most patients we engaged with during
app design, development, and pilot-testing were not familiar
with the term “biobank,” illustrating the fundamental challenge
of delivering a patient-friendly biobanking app. These findings
underscore the gap between providing information during the
prospective informed consent process and achieving true
comprehension via enduring transparency and ongoing feedback
[44,45]. To this end, we prioritized orientation to biobanking
and developed lexicon and app design features that make data
within biobank databases accessible to donors via a
decentralized biobanking platform that coheres with the ethos
of decentralization at its core.

For future implementations, we aim to advance
blockchain-backed solutions with seamless onboarding
experiences through the exploration of newer standards such as
ERC-4337 for account abstraction, which awards the
programmable flexibility to remove complex barriers to entry
such as the current requirement for users to create their own
third-party wallets to interact with the decentralized app.
Advancement of these technologies may provide seamless
integration of decentralized biobanking platforms with both
institutional databases and blockchain overlay networks, with
future potential to unite participants, specimens, and scientists

across various institutions. Transparency and engagement in
biospecimen management is a necessary step toward institutional
transformation to achieve community partnership, shared
decisions, and progressive democratization. More research is
needed to test our hypotheses about the role of blockchain
technology in a comprehensive and universal decentralized
biobanking solution [46].

The success of our pilot inspired potential to revolutionize
biobanking via a decentralized platform but also revealed
challenges and limitations for current biospecimen collection
workflows, standard operating procedures, and data management
strategies [47]. Implementation of transparency for past, present,
and future biospecimen collection and distribution will require
innovative system designs that overcome idiosyncrasies of
individual biobank databases coupled with incentive structures
and governance models that promote trust and ensure that
biobanking practice optimizes individual and collective interests
for patients, scientists, and society [48-50]. While the principles
and techniques demonstrated in this study theoretically translate
to any other research biobanking context, our technical approach
must be validated across a variety of clinical and socioeconomic
settings, institutional and regional cultures, and biomedical
research contexts.

Critically, this pilot addressed a single, disease-focused
university biobank with a largely White, female, and
geographically localized population. Technology acceptance
must be confirmed for diverse patients, diseases, and contexts
[51]. Both iOS and Android users were included, yet some did
not use smartphones, and others preferred not to download apps.
We have since developed a web-based platform, expanding
availability to anyone with internet access, although disparities
persist. Ongoing research is exploring the impact of age, race,
time elapsed since surgery, and stage of disease on technology
acceptability, as well as how to optimize recruitment and
trustworthiness for underserved populations [51,52]. Current
work is also addressing populations such as those with prostate
and lung cancer in which male individuals are more heavily
represented, and we have incorporated socioeconomic
assessments into our data collection to ensure that we advance
solutions that are broadly accessible and applicable, especially
for economically and educationally marginalized groups.

Looking ahead beyond feasibility, the practical implementation
of scalable, decentralized biobanking solutions requires technical
enhancements to overcome the discussed challenges and
limitations of this pilot. User interfaces must prioritize usability,
comprehensibility, and accessibility by leveraging new standards
for account abstraction to reduce the complexity of interacting
with blockchain components in our solution. Similarly, ongoing
research should inform iterative refinement of different strategies
for effective presentation of research-related information curated
for diverse patient populations. Efforts toward long-term
sustainability should include app cost optimization techniques
such as deployment on layer-2 networks for major reductions
in blockchain transaction costs and the automation of key
workflows and processes through proper integration with
institutional software and databases. Because each new
environment can be quite nuanced, the application of our
technology to new use cases will still require custom
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configurations when onboarding, but some of these efforts may
be streamlined by standardizing integration patterns with widely
used laboratory information management systems and research
tools.

Finally, our privacy-by-design approach requires due diligence
in execution to mitigate risks to users. Abiding by security best
practices in development and thorough vulnerability testing are
essential measures in protecting against critical security risks.
Intentional disaster recovery plans with detailed incident
response protocols for specific events are important for prompt
threat containment, recovery of system resources with minimal
downtime, and communication to affected users and
stakeholders. Proactive preparation to set up comprehensive
monitoring, automated backups with manual snapshots across
system resources and environments, and pre-emptively
programmed functionality for pausing and redeploying
compromised system components or deployed smart contracts
are crucial for the effective execution of incident response plans.

Conclusions
This pilot demonstrates the technical capacity and resources for
a functional decentralized biobanking software app that
empowers patients to track specimens donated to a real-world
breast cancer research biobank with a novel implementation of
blockchain technology. The patient-friendly mobile app renders
institutional biobank inventory and transactions in a meaningful,
personalized biowallet context, providing a rewarding user
experience. We demonstrated the app’s readiness for API
integrations, which would allow for sustainable and scalable
implementation across multiple biobank protocols by seamlessly
and dynamically displaying biobanking activities to donors.
Pilot participants successfully claimed NFTs within the app,
restoring provenance for personal biospecimens and related
data. This advancement introduces a new paradigm for ethical
biobanking, fostering donor engagement and inclusion in
personalized research networks appropriate to contemporary
learning health systems and mobile computing capabilities while
maintaining deidentification and compliance with established
protocols.
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Abstract

Background: Despite being an important life-saving medical device to ensure smooth breathing in critically ill patients, the
tracheal tube causes damage to the oral mucosa of patients during use, which increases not only the pain but also the risk of
infection.

Objective: This study aimed to establish finite element models for different fixation positions of tracheal catheters in the oral
cavity to identify the optimal fixation position that minimizes the risk of oral mucosal pressure injury.

Methods: Computed tomography data of the head and face from healthy male subjects were selected, and a 3D finite element
model was created using Mimics 21 and Geomagic Wrap 2021 software. A pressure sensor was used to measure the actual pressure
exerted by the oral soft tissue on the upper and lower lips, as well as the left and right mouth corners of the tracheal catheter. The
generated model was imported into Ansys Workbench 22.0 software, where all materials were assigned appropriate values, and
boundary conditions were established. Vertical loads of 2.6 N and 3.43 N were applied to the upper and lower lips, while horizontal
loads of 1.76 N and 1.82 N were applied to the left and right corners of the mouth, respectively, to observe the stress distribution
characteristics of the skin, mucosa, and muscle tissue in four fixation areas.

Results: The mean (SD) equivalent stress and shear stress of the skin and mucosal tissues were the lowest in the left mouth
corner (28.42 [0.65] kPa and 6.58 [0.16] kPa, respectively) and progressively increased in the right mouth corner (30.72 [0.98]
kPa and 7.05 [0.32] kPa, respectively), upper lip (35.20 [0.99] kPa and 7.70 [0.17] kPa, respectively), and lower lip (41.79 [0.48]
kPa and 10.02 [0.44] kPa, respectively; P<.001 for both stresses). The equivalent stress and shear stress of the muscle tissue were
the lowest in the right mouth angle (34.35 [0.52] kPa and 5.69 [0.29] kPa, respectively) and progressively increased in the left
mouth corner (35.64 [1.18] kPa and 5.74 [0.30] kPa, respectively), upper lip (43.17 [0.58] kPa and 8.91 [0.55] kPa, respectively),
and lower lip (43.17 [0.58] kPa and 11.96 [0.50] kPa, respectively; P<.001 for both stresses). The equivalent stress and shear
stress of muscle tissues were significantly greater than those of skin and mucosal tissues in the four fixed positions, and the
difference was statistically significant (P<.05).

Conclusions: Fixation of the tracheal catheter at the left and right oral corners results in the lowest equivalent and shear stresses,
while the lower lip exhibited the highest stresses. We recommend minimizing the contact time and area of the lower lip during
tracheal catheter fixation, and to alternately replace the contact area at the left and right oral corners to prevent oral mucosal
pressure injuries.

(JMIR Bioinform Biotech 2025;6:e69298)   doi:10.2196/69298

KEYWORDS

tracheal catheter; fixed position; oral mucosal pressure injury; finite element; biomechanical analysis

JMIR Bioinform Biotech 2025 | vol. 6 | e69298 | p.39https://bioinform.jmir.org/2025/1/e69298
(page number not for citation purposes)

Wang et alJMIR BIOINFORMATICS AND BIOTECHNOLOGY

XSL•FO
RenderX

http://dx.doi.org/10.2196/69298
http://www.w3.org/Style/XSL
http://www.renderx.com/


Introduction

The primary method of respiratory support for critically ill
patients in the intensive care unit (ICU) is oral tube intubation,
which ensures airway patency, increases ventilation volume,
and enhances lung function. However, the use of oral tube
intubation may lead to oral mucosal pressure injury (OMPI)
due to excessive or prolonged pressure, friction, and shear forces
[1]. OMPI can increase patient pain, elevate the risk of infection,
impose a financial burden on health care, increase staff
workload, and even result in medical disputes. The incidence
of OMPI in patients in the ICU ranges from 2.95% to 49.2%,
with different fixation positions and methods of tracheal
catheterization influencing its occurrence [2]. While numerous
factors contribute to OMPI, including patient-related factors,
physiological conditions, the use of specific medications, and
nursing-related aspects, there are limited reports addressing the
mechanical factors that cause OMPI [3-5]. The International
Guidelines for the Clinical Prevention and Treatment of Stress
Injuries suggest that finite element models can be employed to
evaluate mechanical factors by assessing stress distribution
characteristics within tissue structures and predicting the risk
of cellular and tissue damage [6].

The purposes of this study were to use the finite element theory
contact algorithm to simulate and analyze the compression
process of the oral soft tissue when the endotracheal tube is
fixed in different fixed positions in the oral cavity, and to
explore the stress distribution characteristics of the oral soft
tissue under the force of the endotracheal tube. This would help
to more realistically and accurately evaluate the actual force on

the oral soft tissue structure and to clarify the reasonable fixed
position of the endotracheal tube when it is fixed in the oral
cavity, so as to prevent the occurrence of OMPI.

Methods

Finite Element Model
A finite element model of the tracheal catheter positioned at
various locations within the mouth was established. The selected
participant for the head and facial computed tomography scan
was a 28-year-old male volunteer with a normal BMI, measuring
175 cm in height and weighing 72 kg. A total of 512 images,
each with a thickness of 0.625 mm, were obtained. The DICOM
format data were imported into the 3D reconstruction software
Mimics (version 21.0; Materialise) and Geomagic Wrap (version
2021; Raindrop) for model fitting and structural segmentation,
respectively. A resistive film pressure sensor was employed to
measure the actual pressure exerted by the tracheal catheter in
different areas of the patient’s mouth, with each measurement
being repeated 100 times to calculate an average value using
the gravitational formula. Subsequently, using the measured
pressures from solid models as the input data, the Ansys
software (version 22.0; ANSYS) was used to import the
optimized model, define material properties, remesh the model,
and generate an accurate finite element model to conduct finite
element analysis based on the defined elastic modulus, Poisson
ratio, boundary conditions, and simulated loads for various
tissues (skin mucosa and muscle tissue), as well as the tracheal
catheter and bone [7,8]. The properties of each material are
shown in Table 1; the skin and mucosa are set as nonlinear
materials, and the bones are set as isotropic materials

Table . Material properties of the finite element model.

Poisson ratio (%）Shear modulus (Mpa）Young modulus (Mpa）Modulus of elasticity
(Mpa）

Material

0.381500—a3Tracheal catheter

0.25—18,00013,400Skeleton

0.49—0.250.045Muscle

0.4923—Cutaneous mucosa

anot available.

Ethical Considerations
This study was approved by the Ethics Committee of the Sixth
Affiliated Hospital of Xinjiang Medical University (approval
number: LFYLLSC20220905-01). All procedures in this study
are in line with the ethical standards of the Human Experiments
Responsible Committee (Institution and State) and the
Declaration of Helsinki.

Setting of Boundary Conditions
In this study, four models representing the upper lip, lower lip,
left mouth corner, and right mouth corner were established. The
fixed support areas of the models were designated as the top
and bottom, allowing for rigid support to be simulated through
fixed constraints. A sliding friction contact was implemented
between the lip and the tracheal tube, with a friction coefficient
set at 1 [9]. A bonded connection was established among the

skin, mucous membrane, and muscle tissue. The model
accounted for the effects of gravity in a vertical downward
direction, with a gravitational acceleration of 9.8 m/s².

Measurement Indicators
The equivalent stress and shear stress of the skin mucosa and
muscle tissue were measured under different fixed positions of
the tracheal catheter within the mouth. The stress distribution
characteristics of the pressure injury model were analyzed for
the fixed positions of the upper lip, lower lip, left mouth corner,
and right mouth corner. The stress measurement for each part
was conducted 10 times to obtain an average value.

Statistical Analysis
Statistical analysis was performed using SPSS (version 25.0;
IBM Corp). Measurement data were expressed as mean (SD).
One-way ANOVA was employed for comparisons between
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groups, while the t test was used for intragroup comparisons.
A P value of less than .05 was considered statistically
significant.

Results

Model Verification
A finite element model of the tracheal catheter was established
with a total of 14,635 nodes and 8267 elements at various fixed
positions within the oral cavity. This model included the ilium
of the upper and lower jaws, as well as the skin, mucosa, and
muscle tissues of the oral cavity. The extreme values and

distribution trends of stress at the mouth angle and lower lip
were consistent with the findings of Amrani et al [9], indicating
the effectiveness of the modeling approach employed in this
study.

Equivalent Stress
The equivalent stress of the skin mucosa was the lowest in the
left mouth corner, and then progressively increased in the right
mouth corner, upper lip, and lower lip. In contrast, the equivalent
stress of muscle tissue was the highest in the right mouth corner,
followed by the left mouth corner, upper lip, and lower lip.
Notably, the equivalent stress of muscle tissue was significantly
greater than that of the skin mucosal tissue (P<.001; Table 2).

Table . Comparison of equivalent stress results between skin mucosa and muscle tissue (kPa, n=10).

95% CIP valuet test (df)Muscle tissue, mean
(SD)

Cutaneous mucosa,
mean (SD)

Position

−9.252 to −7.522<.001−20.371 (9)43.59 (0.84)35.20 (0.99)Upper lip

−7.389 to −5.667<.001−15.927 (9)48.35 (0.92)41.82 (0.92)Lower lip

−8.118 to −6.325<.001−16.924 (9)35.64 (1.18)28.42 (0.65)Left mouth corner

−3.420 to −2.912<.001−10.789 (9)34.34 (0.38)30.72 (0.99)Right mouth corner

N/AN/AN/Aa573.406430.942F1-score

N/AN/AN/A<.001<.001P value

anot available.

Shear Stress
The shear stress of the skin mucosal tissue was the lowest in
the left mouth corner, and progressively increased in the right
mouth corner, upper lip, and lower lip. In contrast, the shear
stress of the muscle tissue was the lowest in the right mouth

corner, and progressively increased in the left mouth corner,
upper lip, and lower lip. At the four fixed positions, the shear
stress of the left and right oral muscle tissue was lower than
that of the skin mucosa, while the shear stress of the upper and
lower lip muscle tissue was higher than that of the skin mucosal
tissue (P<.005; Table 3)

Table . Comparison of shear stress results between the skin mucosa and muscle tissue (kPa, n=10).

95% CIP valuet test (df)Muscle tissue, mean
(SD)

Cutaneous mucosa,
mean (SD)

Position

−1.613 to −0.998<.001−8.959 (9)8.91 (0.39)7.60 (0.21)Upper lip

−2.145 to −0.882<.001−5.057 (9)11.69 (0.78)10.17 (0.16)Lower lip

0.543 to 1.030.0016.799 (9)5.79 (0.33)6.58 (0.17)Left mouth corner

1.450 to 2.068<.00111.972 (9)5.69 (0.29)7.45 (0.36)Right mouth corner

N/AN/AN/Aa126.411244.363F1-score

N/AN/AN/A<.001<.001P value

anot available.

Comparison of Equivalent Stress and Shear Stress in
the Mucosal Tissue of the Upper and Lower Lips and
the Left and Right Mouth Corners
Equivalent stress was found to be lower in the upper lip
compared to the lower lip, and the left mouth corner exhibited

lower stress than the right mouth corner (P<.001; Table 4-5).
In terms of shear stress, the upper lip also showed significantly
lower values than the lower lip (P<.001;Table5), while the left
mouth corner had lower shear stress than the right mouth corner
(P<.001; Table 5).
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Table . Comparison of the results of equivalent stress and shear force in the left and right mouth corners (kPa, n=10).

95% CIP valuet test (df)Right side mouth cor-
ner, mean (SD)

Left side mouth corner,
mean (SD)

Position

−3.094 to −1.520<.001−6.160 (9)30.72 (0.99)28.42 (0.65)Equivalent stress

−1.125 to −0.605<.001−6.984 (9)7.45 (0.36)6.58 (0.17)Shear stress

Table . Comparison of the results of equivalent stress and shear force in the skin mucosal tissue of the upper and lower lip (kPa, n=10).

95% CIP valuet test (df)Lower lip, mean (SD)Upper lip, mean (SD)Position

−7.519 to 5.721<.001−15.472 (9)41.82 (0.92)35.20 (0.99)Equivalent stress

−2.931 to −2.279<.001−16.769 (9)10.17 (0.16)7.60 (0.21)Shear stress

Comparison of Equivalent Stress and Shear Stress in
the Muscle Tissue of the Upper and Lower Lips and
Left and Right Mouth Corners
The equivalent stress was the lower in the upper lip than in the
lower lip (P<.001), and higher in the left mouth corner than in

the right mouth corner (P=.004; Table 6). The shear stress was
lower in the upper lip than in the lower lip (P<.001), and lower
in the left mouth angle than in the right mouth angle (P=.298;
Table 7)

Table . Comparison of equivalent stress and shear force results in the left and right mouth corners (kPa, n=10).

95% CIP valuet test (df)Right side mouth cor-
ner, mean (SD)

Left side mouth corner,
mean (SD)

Position

0.474 to 2.124.0043.308 (9)34.34 (0.38)35.64 (1.18)Equivalent stress

−0.221 to 0.435.501.071 (9)5.69 (0.29)5.74 (0.30)Shear stress

Table . Comparison of equivalent stress and shear force results in the muscle tissue of the upper and lower lips (kPa, n=10).

95% CIP valuet test (df)Lower lip, mean (SD)Upper lip, mean (SD)Position

−5.587 to −3.935<.001−12.115 (9)48.35 (0.92)43.59 (0.84)Equivalent stress

−3.561 to −2.545<.001−12.477 (9)11.69 (0.78)8.91 (0.39)Shear stress

Stress Distribution Rules of the Four Groups of Models
The equivalent stress range of the skin mucosa and muscle tissue
gradually extends from the stress center to the periphery. In this
study, the application direction of the forces on the upper and
lower lips is vertical, with the maximum peak values of both
equivalent stress and shear stress occurring at the stress point
and subsequently radiating outward in the vertical direction.
Conversely, the forces applied at the left and right mouth corners
are horizontal, causing the stress range to spread horizontally,
with the highest stress values appearing at the direct contact
point between the tracheal catheter and the mucosal tissue. The
distribution of shear stress is centered on the soft tissue stress
point and encompasses the entire lip, mandibular region, and
both sides of the face, resulting in a broader range of stress. The

equivalent stress and shear stress at the mouth corners are
significantly lower than those at the upper and lower lips.

To explore the underlying reasons, when the tracheal catheter
is fixed at the corner of the mouth, it makes contact with the
corner, the upper lip, and the lower lip. The pressure, shear
force, and friction generated by this contact are dispersed across
the three contact surfaces of the mouth and the upper and lower
lips. The contact surface between the tracheal tube and the upper
and lower lips serves as the primary stress point, leading to
greater stress values at the upper and lower lips compared to
the corners of the mouth, with the lower lip experiencing the
highest stress. The results of the finite element analysis indicate
that the stress at the corners of the mouth is lower, followed by
that at the upper lip (Figures 1-4).
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Figure 1. Mimics21.0 software was used to reconstruct the patient's head, face and oral tissues in 3D with an interval of 0.25 mm, and the contour
range of the skin mucosa and muscle tissue was constructed through the thresholds of different tissues.

Figure 2. The probe contour line is used to redraw the contour line of the model, so that the surface pieces are more extensible and the concave and
convex surfaces are reduced. The structural patch trims the model patch again to make the patch smoother and smoother, which is consistent with the
characteristics of the skin tissue. Construct grids, and optimize and adjust all patch nodes and elements. Finally, the fitting surface constructs a model
that is similar to the actual oral and facial features of the human body.
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Figure 3. (1a-1d) Equivalent stress nephogram of two tissues at 4 fixed locations: upper lip, lower lip, left mouth corner, and right mouth corner. (2a-2d)
Equivalent stress nephogram of the muscle tissue of the upper lip, lower lip, left mouth corner, and right mouth corner.

Figure 4. Shear stress nephogram of two tissues at 4 fixed locations. (1a-1d) Shear stress nephogram of the mucosa tissue of the upper lip, lower lip,
left mouth corner, and right mouth corner. (2a-2d) Shear stress nephogram of the muscle tissue of the upper lip, lower lip, left mouth corner, and right
mouth corner.

Discussion

The results of this study showed that when the tracheal tube
was in contact with the lower lip, the equivalent stress and shear
stress values of muscle tissue and mucosal tissue were the
largest, followed by the upper lip, and the left and right mouth
angles were lower than those of the upper and lower lip. Finite
element analysis modeling is a powerful bioengineering
technique employed to assess tissue loading, encompassing the
interactions between tissues, objects, and medical devices. This
numerical method effectively addresses mechanical problems
[10]. It enables rapid and accurate stress-strain analysis of the
structure, shape, load, and mechanical properties of materials
in any given model [11]. Moreover, finite element analysis
objectively and accurately reflects the distribution of stress,
strain, and deformation, and has gained widespread application
in oral biomechanics research in recent years [12].

The tracheal catheter is a critical instrument for mechanical
ventilator-assisted therapy in patients in the ICU; however, the

catheter itself and improper fixation methods may lead to OMPI
[6]. From a biomechanical perspective, the OMPI associated
with tracheal catheters primarily results from vertical pressure,
shear forces, and friction [13]. Continuous mechanical loading
on soft tissues is the main contributor to stress injuries, typically
occurring at bony prominences or in areas contacting medical
devices. When skin or deep tissue deformation persists for a
certain duration owing to the pressure from medical devices,
pressure injuries may develop [14]. In this study, the mechanical
load originated from the force exerted by the tracheal catheter
on the oral soft tissue. Contact between the tracheal catheter
and the oral mucosal tissue resulted in continuous pressure,
leading to tissue deformation in the mucosa. Research indicates
that tracheal catheters and their fixation devices are stiffer than
oral soft tissues. When the mechanical properties of these
instruments do not align with those of the soft tissues,
deformation occurs in the latter, concentrating mechanical stress
and strain at the points of direct contact, which then gradually
extends to the surrounding areas [15,16].
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Continuous vertical pressure on soft tissues is a significant factor
in the occurrence of stress injuries. The incidence of OMPI
correlates with the intensity and duration of pressure; the greater
the pressure and the longer its application, the higher the risk
of developing OMPI is [17]. Furthermore, when the tracheal
tube is improperly fitted and fixed too tightly, the pressure and
shear force exerted will increase [14]. Shear forces applied to
deep skin tissues can obstruct capillaries, leading to localized
ischemia and hypoxia, which may result in deep tissue necrosis.
Consequently, damage from shear forces is often undetected in
the early stages and is more challenging to heal than damage
from typical wounds [13]. Friction arises from the movement
between the oral mucosal tissue and the surface of the tracheal
tube; while it does not directly cause OMPI, it can compromise
the epidermal cuticle, leading to the shedding of the mucosal
surface layer and heightened sensitivity to pressure injuries.
Once the compromised oral mucosal tissue is subjected to
stimuli from saliva and other secretions, the risk of pressure
injury escalates. Additionally, friction raises the temperature of
the local mucosal tissue, disrupts the local microenvironment,
alters pH levels, and increases tissue oxygen consumption,
further exacerbating tissue ischemia and heightening the risk
of OMPI [16].

The magnitude of the internal mechanical load required to cause
tissue damage depends on the duration of the applied force and
the specific biomechanical tolerance of the stressed tissue, which
is influenced by factors such as age, shape, health status, and
the functional capacity of the body systems, including tissue
repair ability [18]. Both high loads applied for short durations
and low loads sustained over extended periods can lead to tissue
damage [18-20]. Continuous loading is one of the primary
contributors to this damage; it refers to loads applied over
prolonged periods (ranging from a few minutes to several hours
or even days), also known as quasi-static mechanical loading.
Research indicates that when soft tissues come into contact with
the support surfaces of medical devices, pressure and shear
forces are generated between the soft tissues and these surfaces
[21]. This interaction results in distortion and deformation of
the soft tissues under pressure, affecting both the skin and deeper
tissues (including fat, connective tissue, and muscle), leading
to stress and strain within the tissues [21]. Excessive internal

stress in the tissues can disrupt intracellular material transport
by damaging cellular structures (such as the cytoskeleton or
plasma membrane) or by hindering the transport process itself
(for example, by reducing blood perfusion, impairing lymphatic
function, and affecting material transport in the interstitial
space), which can ultimately result in cell death and trigger an
inflammatory response. Concurrently, the emergence of
endothelial cell spacing increases vascular permeability, leading
to inflammatory edema, which further exacerbates the
mechanical load on cells and tissues due to elevated tissue
pressure, thus contributing to the development of pressure
injuries [22-24].

According to the results of finite element analysis, the stress
experienced by the lower lip is the highest, followed by the
upper lip, with levels significantly exceeding those at the corners
of the mouth. Therefore, in clinical practice, when fixing a
tracheal catheter, it is advisable to select the mouth corner to
maximize the contact surface area between the catheter and this
region. Placing the tracheal catheter in the middle of the mouth
minimizes the contact time between the catheter and the oral
mucosa. Additionally, regular changes in the fixation position
can help redistribute pressure, thereby reducing pressure, shear
forces, and friction on the oral mucosa, ultimately lowering the
risk of OMPI.

This study analyzed alterations in the stress experienced by oral
soft tissue under pressure at various fixation positions of the
tracheal catheter within the mouth, from a biomechanical
perspective. It provides a theoretical foundation for preventing
OMPI in patients with tracheal catheters in the ICU. While this
study effectively simulates the biomechanical effects of contact
between oral soft tissue and the tracheal catheter, it does not
fully replicate the actual forces experienced by oral soft tissue
in real-life situations, as the area of contact between the tracheal
catheter and the oral soft tissue cannot be completely simulated.
Additionally, the study included only one young adult male,
which limits the generalizability of the findings. Therefore, it
is essential to include participants of varying genders and ages
to enhance the scientific validity of the research. Furthermore,
improvements in the identification rate and curvature of the 3D
grid of the model should be pursued to generate higher-quality
3D models, thereby enhancing data accuracy.
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Abstract

Background: Patient-derived cancer models (PDCMs) have become essential tools in cancer research and preclinical studies.
Consequently, the number of publications on PDCMs has increased significantly over the past decade. Advances in artificial
intelligence, particularly in large language models (LLMs), offer promising solutions for extracting knowledge from scientific
literature at scale.

Objective: This study aims to investigate LLM-based systems, focusing specifically on prompting techniques for the automated
extraction of PDCM-related entities from scientific texts.

Methods: We explore 2 LLM-prompting approaches. The classic method, direct prompting, involves manually designing a
prompt. Our direct prompt consists of an instruction, entity-type definitions, gold examples, and a query. In addition, we experiment
with a novel and underexplored prompting strategy—soft prompting. Unlike direct prompting, soft prompts are trainable continuous
vectors that learn from provided data. We evaluate both prompting approaches across state-of-the-art proprietary and open LLMs.

Results: We manually annotated 100 abstracts of PDCM-relevant papers, focusing on PDCM papers with data deposited in the
CancerModels.Org platform. The resulting gold annotations span 15 entity types for a total 3313 entity mentions, which we split
across training (2089 entities), development (542 entities) and held-out, eye-off test (682 entities) sets. Evaluation includes the
standard metrics of precision or positive predictive value, recall or sensitivity, and F1-score (harmonic mean of precision and
recall) in 2 settings: an exact match setting, where spans of gold and predicted annotations have to match exactly, and an overlapping
match setting, where the spans of gold and predicted annotations have to overlap. GPT4-o with direct prompting achieved F1-scores
of 50.48 and 71.36 for exact and overlapping match settings, respectively. In both evaluation settings, LLaMA3 soft prompting
improved performance over direct prompting (F1-score from 7.06 to 46.68 in the exact match setting; and 12.0 to 71.80 in the
overlapping evaluation setting). Results with LLaMA3 soft prompting are slightly higher than GPT4-o direct prompting in the
overlapping match evaluation setting.

Conclusions: We investigated LLM-prompting techniques for the automatic extraction of PDCM-relevant entities from scientific
texts, comparing the traditional direct prompting approach with the emerging soft prompting method. In our experiments, GPT4-o
demonstrated strong performance with direct prompting, maintaining competitive results. Meanwhile, soft prompting significantly
enhanced the performance of smaller open LLMs. Our findings suggest that training soft prompts on smaller open models can
achieve performance levels comparable to those of proprietary very large language models.

(JMIR Bioinform Biotech 2025;6:e70706)   doi:10.2196/70706

KEYWORDS

patient-derived cancer models; large language models; knowledge extraction; in-context learning; soft prompting; prompt tuning;
information extraction
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Introduction

Patient-derived cancer models (PDCMs) are created from a
patient’s own tumor sample and capture the complexity of
human tumors to enable more accurate, personalized drug
development and treatment selection. These models, including
patient-derived xenografts (PDXs), organoids, and cell lines,
allow researchers to test treatments and identify the most
effective therapies, and have emerged as indispensable tools in
both cancer research and precision medicine. The US National
Institutes of Health (NIH) have made significant investments
in the generation and characterization of these models, with
more than US $3 billion dedicated to active grants referencing
PDCMs with a component of their research based on data
extracted from the NIH RePORTER [1] for fiscal year 2024
alone. The number of publications using PDCMs continues to
increase generating substantial and rich metadata and data that
require standardization, harmonization, and integration to
maximize the impact of these models and their associated data
within the research and clinical communities. CancerModels.Org
platform [2] serves as a unified gateway to the largest collection
of PDCMs and related data. It empowers researchers and
clinicians to discover suitable models for testing research
hypotheses, conducting large-scale drug screenings, and
advancing precision medicine initiatives. Extraction of
PDCM-relevant knowledge and its harmonization within
CancerModels.Org is essential to ensure that basic and
translational researchers, bioinformaticians, and tool developers
have access to PDCM knowledge. While manual curation of
publications ensures high accuracy when performed by domain
experts, it is time-consuming and labor-intensive. Thus, a more
streamlined and efficient knowledge acquisition method is
needed to address the growing demand within the scientific
community for the timely availability of the PDCM metadata
and its associated data.

In parallel, large language models (LLMs) [3-5] often referred
to as generative artificial intelligence (AI) systems are trained
on vast amounts of data and have demonstrated impressive
capabilities in the health care domain [6-8]. Researchers have
studied the use of LLMs in addressing various tasks related to
health care such as diagnosing conditions [9,10], clinical
decision support [11], answering patient questions [12], and
medical education [13,14]. It has been shown that LLMs can
extract meaningful information from texts [15-17].

In this work, we explore LLM-prompting techniques with the
goal of extracting knowledge from PDCM-relevant scholarly
publications. We focus on the classic direct prompting [4] and
the underexplored soft prompting [18] with state-of-the-art
(SOTA) proprietary and open LLMs. Our experimental results
provide insights into selecting the optimal prompting methods
for specific tasks. The contributions of this paper are:

1. Studying the feasibility of SOTA LLMs as oncology
knowledge extractors for PDCM-relevant information from
scholarly scientific literature.

2. Creating a manually curated gold dataset spanning 15 entity
types for a total 3313 entity mentions from 100 abstracts
of PDCM-relevant papers.

3. Researching and comparing, to our knowledge for the first
time, direct versus soft prompting techniques for oncology
knowledge extraction, specifically PDCM-relevant
information from scholarly scientific literature.

Methods

Concepts
We define “knowledge” as entities of interest to researchers
working with PDCMs in the cancer research field. For example,
the patient’s diagnosis provides a reference point to confirm
that a PDCM faithfully recapitulates the biology of the original
tumor and is essential for ensuring the model’s relevance and
reliability in studies of cancer progression or treatment response.
Thus, “diagnosis” is important to understand the model’s
characteristics in the context of patient’s disease. The patient’s
age can significantly affect the molecular and genetic
characteristics of the tumor. For example, pediatric cancers
often have distinct genetic drivers and tumor microenvironments
compared to cancers in older adults. In addition, age-related
biological factors, such as immune system, metabolism, and
hormone levels, influence how a tumor responds to treatments.
Thus, knowing the patient’s age is imperative for predictive
accuracy of the model in preclinical testing and relevance of
research findings. Therefore, we selected 15 most commonly
used CancerModels.Org data model attributes (Table 1), which
include the attributes defined in the minimal information
standard for patient-derived xenograft models [19] and the draft
minimal information standard for in vitro models [20].
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Table . Entity definitions based on the CancerModels.Org data model with examples and interannotator agreement F1-scores in the exact match setting
that requires the spans of the annotators to match exactly.

IAAaExampleDefinitionEntity type

61.67TNBCbDiagnosis at the time of collection
of the patient tumor used in the
cancer model

diagnosis

60Adult, pediatricAge category of the patient at the
time of tissue sampling

age_category

57.67Missense, amplificationAny form of chromosomal rearrange-
ment or gene-level changes

genetic_effect

53.33PDXc, organoidType of patient-derived modelmodel_type

54.33RNA sequencing, whole-exome se-
quencing

Data or assay generated from or
performed on the model in this
study

molecular_char

61.33BRCA1d, IDHe, epidermal growth
factor receptor 2

Gene, protein or biological molecule
identified in or associated with pa-
tient’s/model’s tumor

biomarker

55.67Surgery, chemotherapy, PARP-in-
hibitor

Treatment received by the patient
or tested on the model

treatment

55Progression-free survival, reduced
tumor growth

Effect of the treatment on the pa-
tient’s tumor or model

response_to_treatment

49Tissue fragment, autopsyThe type of material used to gener-
ate the model or how this material
was obtained

sample_type

49.67Primary, recurrentCollected tumor type used for gener-
ating the model

tumor_type

42Grade 1, low-gradeQuantitative or qualitative grade re-
flecting how quickly the cancer is
likely to grow

cancer_grade

59.33TNMf system, T0, stage IInformation about the cancer’s ex-
tent in the body according to specif-
ic type of cancer staging system

cancer_stage

60.67Phase II, prospective randomized
clinical trials

The type of clinical trial or Clinical-
trials.org identifier

clinical_trial

61.67NOD-SCIDgThe name of the mouse host strain
where the tissue sample was engraft-
ed for generating the PDX model

host_strain

100PHLC402ID of the patient-derived cancer
model generated in this study

model_id

aIAA: interannotator agreement.
bTNBC: triple-negative breast cancer.
cPDX: patient-derived xenograft.
dBRCA1: breast cancer gene 1.
eIDH: isocitrate dehydrogenase.
fTNM: tumor node metastasis.
gNOD-SCID: nonobese diabetic severe combined immunodeficiency.

Corpus
We used 100 abstracts to develop the gold-standard corpus
annotated for the 15 entities (Table 1). The abstracts were chosen
from publications linked to the PDCMs submitted to
CancerModels.Org platform. They were selected to cover all 3
types of models in the resource-PDXs, organoids, and cell lines.
The final corpus is available on GitHub (see Data and Code
Availability section).

Three annotators (ZP, TM, and EL) independently labeled
entities in all 100 abstracts for a total of 40 hours. The annotation
quality was tracked through interannotator agreement (IAA), a
measure of agreement between each annotation produced by
different annotators working on the same dataset. The IAA is
an indication of how difficult the task is for humans and it
becomes the target for system development. We used pairwise
F1-score as the IAA metric [21] in the exact match setting that
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requires the spans of the annotators to match exactly. We
computed the agreement between each pair of annotators and
averaged across the 3 sets of scores. The final IAA for each
entity type is reported in Table 1. The IAA range is 42‐100
indicating moderate agreement. Note that the lowest agreement
is for low occurrence entity types, for example, cancer_grade
has only 8 instances with 42 IAA. These low-frequency entity
types are more likely to be overlooked by the human experts as
annotation is a cognitively demanding task. Thus, to ensure a
high-quality gold-standard dataset, we overlayed the single

annotations with an adjudication step, where the annotators
discussed annotation disagreements and potential missed
annotations to come to final joint decisions. The resulting gold
dataset spans 15 entity types for a total 3313 entity mentions
(refer Table 2 for distributions) was split into training,
development, and test sets in the standard 60:20:20 ratio. The
train set was used for creating entity extraction algorithms, the
development set for refining the algorithms, and the test set for
the final evaluation.

Table . Distribution of entity type annotations across training, development, and test sets.

Total, nTest, nDevelopment, nTraining, nEntity type

598114122362diagnosis

190019age_category

122332069genetic_effect

550110114326model_type

2114637128molecular_char

784163118503biomarker

63313077426treatment

148282199response_to _treatment

377822sample_type

108281961tumor_type

8116cancer_grade

12417cancer_stage

414235clinical_trial

16709host_strain

267217model_id

33136825422089Total

Prompting Methods
Various prompting techniques have been proposed since the
emergence of LLMs [22-25]. At a high level, these prompting
techniques can be divided into 2 categories, direct prompting
[4] and soft prompting [18,24,26] . The main difference between
the two methods is the prompt representation, that is whether
the prompt consists of human language words or vectors (Figure
1). Direct prompting (or discrete prompting) is the most intuitive
and now classic prompting method where users directly interact
with LLMs using natural language. For example, a user may
ask ChatGPT to “Write a thank you note to an old friend of my
parents”; in this case, the text within the quotation marks is a
discrete prompt. Soft prompting (or continuous prompting) uses

a machine learning approach to train a sequence of continuous
vectors, which are the “virtual tokens” of the prompt. It is worth
noting that soft prompting differs from fine tuning. With soft
prompting, the LLM parameters are not updated, only the soft
prompt parameters are adjusted. In contrast, finetuning requires
to update the parameters of the entire LLM, and therefore needs
more computation resources. Both prompting techniques have
their advantages and disadvantages. Compared to direct
prompting, soft prompting does not require the tedious process
of manually creating prompts; however, it requires some labeled
data to train the prompt. In this work, we explore both direct
and soft prompting as we aim to explore the latest developments
in LLMs and prompting techniques for the task of extracting
PDCM entities from abstracts of academic papers.
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Figure 1. Illustration of the 2 prompting methods. In direct prompting, a prompt contains a sequence of words. In soft prompting, a prompt consists
of a list of vectors. LLM: large language model.

Direct Prompting
When asking LLMs to extract entities such as diagnoses or
biomarkers, the most intuitive way is to ask LLMs to output the
entities directly. In example 1 below, “ALK” is a biomarker
entity. One may expect the model to output {“biomarker”
[ALK]}. However, we note that the string “ALK” is mentioned
multiple times in this example text, therefore it is not clear which
“ALK” the model refers to. To get the most precise extraction
to facilitate a more fine-grained analysis, we instruct the model
to output the offsets of the specific mentions in the text (ie, the
spans). For instance, if the model gives us [(48, 51, “ALK,”
biomarker), (323, 326, “ALK,” biomarker), …], we know that
from character 48 to character 51, there is a biomarker entity,
“ALK.” Similarly, we can find another biomarker entity “ALK”
at position 323‐326.

Example 1:

Oncogenic fusion of anaplastic lymphoma kinase
(ALK) with echinoderm microtubule associated
protein like 4 protein or other partner genes occurs
in 3 to 6% of lung adenocarcinomas. Although
fluorescence in situ hybridization (FISH) is the
accepted standard for detecting anaplastic lymphoma
receptor tyrosine kinase gene (ALK) gene
rearrangement that gives rise to new fusion genes,
not all ALK FISH-positive patients respond to ALK
inhibitor therapies.

We started our exploration by designing prompts with an explicit
instruction to specify the character offsets of each entity along
with the entity text and type (eg, 48, 51, “ALK”, biomarker).
However, our experiments show that it was challenging for the
LLM to output the correct character offsets, a seemingly
straightforward task (all the model needs to do is to count the
number of characters); however, the complexity of this
seemingly straightforward task is likely due to the LLM’s way
of breaking words outside its vocabulary into so-called word
pieces, for example, “organoid” is broken down into 2 word
pieces “organ” and “-oid.” Considering that LLMs were trained
as generative models [3,4], we subsequently cast the entity
extraction task as a generation task, where we instructed the
model to mark the entities with XML tags. For instance, if the
model outputs “Oncogenic fusion of anaplastic lymphoma kinase
(<biomarker>ALK</biomarker>) with echinoderm microtubule
…,” then postprocessing the output with regular expressions
would find the exact position of “ALK” in the text. Specifically,

we asked the LLMs to mark the start and end of an entity with
<entity_type> and </entity_type> tags, where entity_type is a
placeholder for the specific entity type, such as biomarker or
treatment (refer Table 1 for the full list).

Soft Prompting
Designing the direct prompts manually could be time-consuming
and minor changes in the prompt language could lead to drastic
changes in the model performance [24,27]. On the other hand,
soft prompting requires some amount of gold data for its training
and annotating gold data by domain experts could also be
time-consuming. Fortunately, only a small set of labeled data
are needed to train soft prompts. As described above, we created
a gold dataset, which we used for training and evaluating our
soft prompting approach.

There are a few soft prompting methods, the difference usually
lies in how the prompt vectors are initialized and learned.
Prompt-tuning [18] is a technique that learns the prompt by
adding a list of virtual tokens (ie, vectors) in front of the input,
where the virtual tokens can be randomly initialized, or drawn
from a pretrained word embedding [28] set. Another method is
P-tuning [24], which uses small neural networks such as
feedforward neural networks [29] (multilayer perceptron) or
recurrent neural networks [30] (eg, long-short term memory)
as the prompt encoder to learn the prompt. Only the parameters
in the prompt encoder are updated during training, while the
weights in the LLMs remain frozen. In our experiments, we
found P-tuning did not always converge to an optimal solution
for our task perhaps due to the random initialization of the
vectors rather than using carefully pretrained word embeddings.
Therefore, we focused on prompt-tuning in this work. Following
Lester et al [18], we initialized the vectors in the prompt with
the embeddings of the label words in the entity type set (Table
1).

The standard approach for entity extraction in natural language
processing is via token classification [31]. Concretely, a
classifier is trained to predict the label for each token in a
sentence according to a predefined label set. Additionally, each
label is prepended with a B or I prefix to indicate the entity’s
Beginning or Inside mention, respectively. An example is
provided in Figure 2. “Ewing sarcoma” is an entity mention of
the diagnosis type. Thus “Ewing” and “sarcoma” are labeled as
“Diagnosis,” while all other tokens are labeled as “O,” meaning
they are Outside of an entity. To be more precise, “Ewing” is
at the beginning of the diagnosis entity, and “sarcoma” is inside
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of the entity, so they are labeled as “B-Diagnosis” and
“I-Diagnosis,” respectively.

To summarize, we trained a multiclass classifier for the
soft-prompting training step. There are 15 entity types in our
dataset, therefore there are 15×2+1=31 labels for token
classification, with one extra label for “O.”

Figure 2. An example of entity extraction as token classification.

Experimental Set-Up
For efficiency purposes, we used Apache cTAKES [32] to split
an abstract into sentences which were then passed to the LLMs
to extract entities one sentence at a time. Our direct prompt
included the instruction, the definition of each entity type, 5

examples (few-shot in-context learning) and the query (the
sentence). The in-context learning [4] is a common practice in
LLM prompting and has consistently shown improved results
as the examples guide the LLM onto an optimal path [33,34].
Figure 3 presents our prompt template, and examples are in
Multimedia Appendix 1.

Figure 3. Prompt template used in direct prompting.

When choosing the LLMs, we used GPT-4o [35], one of the
most powerful proprietary LLMs at the time of this study, and
SOTA open LLMs from the LLaMA3 family [36], including
LLaMA3.1 70B, LLaMA3.1 8B, LLaMA3.2 1B, and LLaMA3.2

3B. We did not use GPT-4o or LLaMA3.1 70B to train the soft
prompts due to computational resource limitations; thus, our
work here is representative of the computational environment
in the vast majority of academic medical centers and research
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labs. We set the soft prompt length to 30. We trained the soft
prompt on the training set for 50 epochs with a learning rate of
0.001. Hyperparameters were tuned on the development set
using the LLaMA3.1 8B model.

We report the evaluation results on the test set in the next
section. In addition, we apply 5-fold cross-validation and report
the average scores with SDs. For the 5-fold cross-validation,
we excluded the 3 abstracts used to sample the gold examples
for direct prompting and split the remaining 97 abstracts into 5
folds with a 20:20:20:20:17 ratio. For direct prompting, we ran
the model on each fold and reported the average scores. For soft
prompting, we set aside one fold as the test set and trained the
soft prompts on the remaining 4 folds.

Results

We used the standard evaluation metrics of precision or positive
predictive value, recall or sensitivity, and F1-score (the harmonic
mean of precision and recall) with 2 evaluation settings: “exact
match” setting requires the span output from the model to
exactly match the span of the gold annotation, and “overlapping

match” setting allows the model to get partial credit if its
extraction overlaps the spans in the gold annotation. For
example, the model may extract “patient-derived tumor
xenograft (PDX)” as a model_type entity, while the gold
annotation is “patient-derived tumor xenograft (PDX) models.”
Under the “exact match” setting, “patient-derived tumor
xenograft (PDX)” is NOT a match to “patient-derived tumor
xenograft (PDX) models;” while under the “overlapping match”
setting, it is a match since the spans overlap.

Tables 3 and 4 show the evaluation results on the test set. In
Table 3, we can see that under the “exact match” setting,
GPT-4o direct prompting achieves the highest F1-score of 50.48.
The performances of the LLaMA3 family models drop as the
model size decreases, with F1-score from 38.40 for the 70B
model to 6.78 for the 1B model. However, there is a consistent
improvement in F1-scores with soft prompting over direct
prompting. For the LLaMA3.2 models, the performance of the
3B model improves significantly, with F1-score rising from
7.06 to 46.68 F1-score—more than 8 points higher than the
LLaMA3.1-70B model with direct prompting (F1-score=38.40),
despite the substantial difference in model size.

Table . Evaluation results on the test set (exact match) as precision or positive predictive value, recall or sensitivity, and F1-score (harmonic mean of
precision and recall).

F1-scoreRecallPrecisionExact match

Direct prompting

50.48a45.89a56.09    GPT-4o

38.4028.8957.27a    LLaMA3.1-70B

24.3718.4835.80    LLaMA3.1-8B

7.064.1025.23    LLaMA3.2-3B

6.783.9623.48    LLaMA3.2-1B

Soft prompting

46.4445.7547.17    LLaMA3.1-8B

46.68a46.09a47.30a    LLaMA3.2-3B

45.5945.0146.19    LLaMA3.2-1B

aThese are the best results.
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Table . Evaluation results on the test set (overlapping match) as precision or positive predictive value, recall or sensitivity, and F1-score (harmonic
mean of precision and recall).

F1-scoreRecallPrecisionOverlapping match

Direct prompting

71.36a66.52a76.96    GPT-4o

56.2443.9977.95a    LLaMA3.1-70B

35.6127.4950.54    LLaMA3.1-8B

12.007.0341.03    LLaMA3.2-3B

10.286.0135.34    LLaMA3.2-1B

Soft prompting

70.8670.5371.19    LLaMA3.1-8B

71.80a71.55a72.05a    LLaMA3.2-3B

70.4270.4870.38    LLaMA3.2-1B

aThese are the best results.

Similar trends are observed in Table 4 under the “overlapping
match” evaluation. GPT4-o shows an F1-score performance of
71.36, maintaining its position as the top performer for direct
prompting. The 3 smaller LLaMA3 models continue to benefit
from soft prompting, with the LLaMA3.2 3B model achieving
slightly higher score than GPT4-o with direct prompting
(F1-scores of 71.80 vs 71.36 ).

Tables 5 and 6 present the results with 5-fold cross-validation
under “exact match” and “overlapping” match respectively.
Once again, our observations indicate that with soft prompting,
the smaller LLaMA models attain performance levels
comparable to GPT-4o.

Table . Five-fold cross-validation results (exact match) as precision or positive predictive value, recall or sensitivity, and F1-score (harmonic mean of
precision and recall).

F1-scoreRecallPrecisionExact match

Direct prompting, mean (SD)

54.75 (2.84)49.92 (3.46)60.73 (2.69)    GPT-4o

40.87 (1.25)31.70 (1.24)57.56 (1.53)    LLaMA3.1-70B

26.75 (2.61)20.57 (2.18)38.29 (3.29)    LLaMA3.1-8B

8.80 (1.29)5.25 (0.80)27.01 (3.20)    LLaMA3.2-3B

1.38 (0.87)0.74 (0.47)9.84 (5.98)    LLaMA3.2-1B

Soft prompting, mean (SD)

50.94 (2.55)50.21 (2.24)51.76 (3.09)    LLaMA3.1-8B

50.24 (2.53)49.54 (2.98)50.99 (2.43)    LLaMA3.2-3B

49.13 (3.10)49.98 (3.19)49.34 (3.47)    LLaMA3.2-1B

JMIR Bioinform Biotech 2025 | vol. 6 | e70706 | p.55https://bioinform.jmir.org/2025/1/e70706
(page number not for citation purposes)

Yao et alJMIR BIOINFORMATICS AND BIOTECHNOLOGY

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table . Five-fold cross-validation results (overlapping match) as precision or positive predictive value, recall or sensitivity, and F1-score (harmonic
mean of precision and recall).

F1-scoreRecallPrecisionOverlapping match

Direct prompting, mean (SD)

72.28 (1.88)67.52 (2.17)77.82 (2.54)    GPT-4o

59.25 (0.81)47.77 (0.71)78.01 (1.14)    LLaMA3.1-70B

38.04 (2.84)29.78 (2.60)52.75 (3.02)    LLaMA3.1-8B

14.34 (1.64)8.64 (1.09)42.42 (2.89)    LLaMA3.2-3B

3.10 (0.99)1.67 (0.54)22.09 (5.74)    LLaMA3.2-1B

Soft prompting, mean (SD)

73.75 (2.06)73.77 (1.25)73.78 (3.09)    LLaMA3.1-8B

73.48 (1.31)73.51 (1.11)73.48 (1.97)    LLaMA3.2-3B

72.34 (2.63)73.25 (2.46)71.51 (3.43)    LLaMA3.2-1B

Discussion

Principal Findings
Our experiments demonstrate that soft prompting, a relatively
underexplored aspect of LLM prompting, can significantly
enhance the performance of smaller LLMs. The 3 LLaMA
models exhibit comparable performance under soft prompting
(an F1-score of 46 in the exact match setting, and 70 in the
overlapping match setting). These results are particularly
promising results given the limited training data, consisting of
60 abstracts with 2089 entity mentions. Please note that all
F1-scores mentioned in this section refer to the F1-scores on the
test set.

How much data is needed to train the soft prompt? To answer
this question, we trained LLaMA3.2 1B model, the smallest
model used in this work, with different amounts of training data.

Figure 4 shows the relation between the proportion of training
data and the F1-scores on the test set (overlapping match). Solid
performance was achieved with only 5% of the training data
(26 sentences from 3 abstracts). With 25% of the training data
(129 sentences from 15 abstracts), the model achieved an
F1-score of 68.21, only 2 points lower than using the entire
training set, and only 3 points lower than GPT4-o with direct
prompting. Despite the impressive performance of GPT4-o
direct prompting, one potential issue is that not all data used in
biomedical research can be sent to proprietary models such as
GPT or the Gemini family models [8] via public application
programming interfaces. That is, for applications using real
patient data that require Health Insurance Portability and
Accountability Act–compliant platforms, our findings
demonstrate that achieving performance comparable to
proprietary LLMs such as GPT4-o remains feasible through
soft prompting. However, this approach necessitates a tradeoff,
requiring a small set of labeled data for optimal effectiveness.
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Figure 4. Performance curve of the LLaMA3.2 1B model as the size of training data increases.

Some entities appear more frequently than other entities in our
dataset. For example, diagnosis and treatment mentions are
more frequent than mentions of cancer_grade. In Table 7, we
present the number of instances of each entity type in our dataset
and the corresponding performance of GPT4-o direct prompting.
We can see that GPT4-o performs the best for the entity types
that have the most instances—diagnosis, model type, and
treatment entities. Of these frequent entity types, biomarker is
the one with the lowest performance. Our error analysis points
to several factors that could have contributed to these results,
including ambiguous and inconsistent mentions and contextual
dependencies. In this task, we defined a biomarker as “gene,
protein or biological molecule identified in or associated with
patient’s/model’s tumor.” Thus, biomarker entities can be
mentioned using their full names (eg, epidermal growth factor

receptor, lnc-RP11-536 K7.3, echinoderm
microtubule-associated protein-like 4), standardized gene or
protein symbols (NPM1, KRAS, PTEN) or abbreviations of
metabolites (NADPH, D2HG). Moreover, a biomarker entity
(eg, “MEK”) often overlaps with a treatment entity (eg, “MEK
inhibitor”). The ambiguity in biomarker entity mentions might
interfere with the model’s ability to recognize them consistently.
In addition, biomarker entities are often mentioned as lists (see
Example 2) resulting in a different frequency within and across
the abstracts and patterns of entity mentions, in comparison
with other entities. Overall, ambiguity emerges as the primary
source of error. More precise definitions, accompanied by
examples illustrating the distinct meanings, might present a
solution. Table S2 in Multimedia Appendix 1 provides the
breakdown of errors per entity type along with examples.
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Table . Evaluation results of GPT4-o with direct prompts for each entity type as precision or positive predictive value, recall or sensitivity, and F1-score
(harmonic mean of precision and recall). Results are overlapping match setting on the test set.

IAAaF1-scoreRecallPrecisionTest instances, nDevelopment in-
stances, n

Training in-
stances, n

Entity type

61.6783.09b75.4492.47114122362diagnosis

600.00.00.00019age_category

57.6746.3847.0645.71332069genetic_effect

53.3386.10b84.2188.07110114326model_type

54.3364.52b63.8365.224637128molecular_char

61.3367.16b55.4985.05163118503biomarker

55.6775.50b70.1581.7413077426treatment

5547.2260.7138.64282199response_to
_treatment

4955.56b71.4345.457822sample_type

49.6761.54b57.1466.67281961tumor_type

4266.67b10050.0116cancer_grade

59.3328.5725.033.33417cancer_stage

60.6788.89b10080.04235clinical_trial

61.6744.4428.57100709host_strain

10040.028.5766.677217model_id

aIAA: interannotator agreement.
bF1-scores exceeding interannotator agreement.

Example 2:

Genomic alterations involved RB1 (55%), TP53
(46%), PTEN (29%), BRCA2 (29%), and AR (27%),
and there was a range of androgen receptor signaling
and NEPC marker expression.

The moderate performance of entity types such as genetic_effect,
molecular_char, and response_to_treatment, and tumour_type
is due to the number of training instances ranging from 61 to
128 as well as the IAA ranging from 49.67 to 57.67. The
moderate IAA scores of those entity types underscore the need
for refined annotation protocols and modeling strategies that
better capture domain-specific knowledge. Furthermore, the
lower performance observed for entity types with smaller sample
sizes (eg, model_id) highlights the need for enhancing model
performance on low-frequency labels. Future research could

explore strategies such as data augmentation to improve the
model’s generalizability for underrepresented entities.

The extraction of PDCM-relevant knowledge is not an easy task
for the domain experts as indicated by the IAA (F1-score below
65 for all entity types except for model_id). In 9 out of 15 entity
types, the system performance in an overlapping match setting
exceeds the IAA (last two columns of Table 7). This is the case
for categories with plentiful training instances (eg, diagnosis,
model_type) as well as for categories with fewer training
instances (eg, sample_type, cancer_grade). For the exact match
setting, in 6 out of 15 entity types, the system performance
exceeds the IAA (last two columns in Table 8). Therefore, the
LLM could be a viable assistant, with its outputs reviewed by
a domain expert to ensure the accuracy of the finalextraction.
We believe such human-in-the-loop approaches present a
promising direction for future research and application.
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Table . Evaluation results of GPT4-o with direct prompts for each entity type as precision or positive predictive value, recall or sensitivity, and F1-score
(harmonic mean of precision and recall). Results are exact match setting on the test set.

IAAaF1-scoreRecallPrecisionTest instances, nDevelopment in-
stances, n

Training in-
stances, n

Entity type

61.6768.93b62.2877.17114122362diagnosis

60.00.00.00.00019age_category

57.6726.4727.2725.71332069genetic_effect

53.3356.62b56.3656.88110114326model_type

54.3354.35b54.3554.354637128molecular_char

61.3333.7326.3846.74163118503biomarker

55.6760.71b52.3172.3413077426treatment

5533.8042.8627.91282199response_to
_treatment

4955.56b71.4345.457822sample_type

49.6744.039.2950.0281961tumor_type

4266.67b10050.0116cancer_grade

59.3328.5725.033.33417cancer_stage

60.6744.4450.040.04235clinical_trial

61.6725.014.29100709host_strain

10040.028.2766.677217model_id

aIAA: interannotator agreement.
bF1-scores exceeding the interannotator agreement.

We would like to note that the work presented in the paper was
done in a computational environment representative of the vast
majority of academic medical centers and nonindustry research
labs. Although we have access to SOTA Graphics Processing
Units, we still found ourselves constrained as to the extent to
which we could use very large language models. The larger
community needs to address the growing gap in computational
resources between big tech and the rest of the research
community.

Limitations
As this is a feasibility study, we limited ourselves to the
extraction of entity mentions of 15 entity types chosen from
attributes in the descriptive standards for PDCMs. While these
are recognized by the PDCM and oncology community, they
do not cover all knowledge in the PDCM-relevant texts. Some
refinement of the entity types will be beneficial to improve
prompting results.

We limited our corpus to 100 abstracts from papers associated
with PDCMs deposited in CancerModels.Org. We did not assess
the abstracts for the presence and equal distribution of all the
entities. Thus, there were very few mentions of some entities
in the corpus (eg, cancer_stage), negatively affecting our overall
F1-score. We decided not to exclude those entities as these
results could guide refinements of future studies. The
computational methods discussed here are applicable to other
studies requiring the extraction of textual information from

scientific papers. Future work could involve extending this
method to extract knowledge from the main body of the papers.

Conclusions
This study investigates the potential of LLMs as powerful tools
for extracting PDCM-relevant knowledge from scientific
literature—an essential task for advancing cancer research and
precision medicine. By comparing direct and soft prompting
across both proprietary and open LLMs, we provide valuable
insights into the most effective strategies for PDCM-relevant
knowledge extraction. Our findings indicate that GPT-4o, when
used with direct prompting, maintains competitive performance,
while soft prompting significantly enhances the effectiveness
of smaller LLMs. In conclusion, our results demonstrate that
training soft prompts on smaller open models can achieve
performance levels comparable to those of proprietary LLMs.

To our knowledge, this is the first study to implement SOTA
LLMs prompting for knowledge extraction in the PDCM domain
and the first to explore the emerging topic of soft prompting in
this context. Our findings demonstrate that LLMs can effectively
streamline the extraction of complex cancer model metadata,
potentially reducing the burden of manual curation and
accelerating the integration of PDCMs into research and clinical
workflows. Additionally, this study lays the foundation for
future research aimed at optimizing LLMs for large-scale
knowledge extraction tasks. Efficiently extracting and
harmonizing PDCM-relevant knowledge will ultimately drive
progress in cancer research and precision oncology, equipping
researchers and clinicians with better tools to improve patient
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outcomes. More broadly, our study contributes to the ongoing
discourse on the applicability of LLMs, acknowledging that

while they offer transformative potential, they are not a universal
solution for all tasks.
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Abstract

Background: The number of survivors of cancer is growing, and they often experience negative long-term behavioral outcomes
due to cancer treatments. There is a need for better computational methods to handle and predict these outcomes so that physicians
and health care providers can implement preventive treatments.

Objective: This study aimed to create a new feature selection algorithm to improve the performance of machine learning
classifiers to predict negative long-term behavioral outcomes in survivors of cancer.

Methods: We devised a hybrid deep learning–based feature selection approach to support early detection of negative long-term
behavioral outcomes in survivors of cancer. Within a data-driven, clinical domain–guided framework to select the best set of
features among cancer treatments, chronic health conditions, and socioenvironmental factors, we developed a 2-stage feature
selection algorithm, that is, a multimetric, majority-voting filter and a deep dropout neural network, to dynamically and automatically
select the best set of features for each behavioral outcome. We also conducted an experimental case study on existing study data
with 102 survivors of acute lymphoblastic leukemia (aged 15-39 years at evaluation and >5 years postcancer diagnosis) who
were treated in a public hospital in Hong Kong. Finally, we designed and implemented radial charts to illustrate the significance
of the selected features on each behavioral outcome to support clinical professionals’ future treatment and diagnoses.

Results: In this pilot study, we demonstrated that our approach outperforms the traditional statistical and computation methods,
including linear and nonlinear feature selectors, for the addressed top-priority behavioral outcomes. Our approach holistically
has higher F1, precision, and recall scores compared to existing feature selection methods. The models in this study select several
significant clinical and socioenvironmental variables as risk factors associated with the development of behavioral problems in
young survivors of acute lymphoblastic leukemia.

Conclusions: Our novel feature selection algorithm has the potential to improve machine learning classifiers’ capability to
predict adverse long-term behavioral outcomes in survivors of cancer.

(JMIR Bioinform Biotech 2025;6:e65001)   doi:10.2196/65001

KEYWORDS

machine learning; data driven; clinical domain–guided framework; survivors of cancer; cancer; oncology; behavioral outcome
predictions; behavioral study; behavioral outcomes; feature selection; deep learning; neural network; hybrid; prediction; predictive
modeling; patients with cancer; deep learning models; leukemia; computational study; computational biology
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Introduction

Background
The number of survivors of cancer is increasing globally. The
American Cancer Society recently reported that in 2023, a total
of 1,958,310 new cancer cases were projected to occur in the
United States [1]. Treatment advances have resulted in a
dramatic improvement in the survival rates of most cancers,
especially in resource-limited countries and regions. However,
this growing population of survivors of cancer may develop a
myriad of treatment-related adverse effects that lead to a
compromised health status. Studies have also shown that
survivors of cancer are more likely than the general population
to experience negative long-term behavioral outcomes, such as
anxiety, depression, attention problems, and sluggish cognitive
tempo, after cancer treatments [2]. Contemporary treatment
strategies have led to improved life expectancy after treatment
for pediatric cancer, especially in survivors of acute lymphocytic
leukemia (ALL) [3]. Given that studies have shown that the
promotion of a healthy lifestyle and interventions that reduce
physical and mental health burdens can lead to reduction in
all-cause and cause-specific mortality, addressing the risk factors
of adverse functional outcomes early on is critical [4-6]. Thus,
developing an effective approach to identify crucial factors and
then detect these negative outcomes in advance is needed so
that medical therapists can intervene early and take the
appropriate actions and treatments promptly to mitigate adverse
effects in survivors of cancer.

Current Approaches for Detecting Adverse Behavioral
Outcomes in Survivors of Cancer
Currently, to support the identification of relevant factors and
the early detection of adverse behavioral outcomes for survivors
of cancer, clinical scientists use various statistical analyses to
understand the relationship among those behavioral outcomes,
cancer treatments, chronic health conditions, and
socioenvironmental factors [7-9]. Specifically, traditional
statistical methods (ie, linear regression analysis) are used to
extract predictor variables and then model the relationship
between the extracted predictor variables and the behavioral
outcomes. This analysis assumes that the behavioral outcomes
are, for the most part, linearly correlated with those predictor
variables. However, this assumption may not always hold in
this complex and dynamic problem. Furthermore, the predictors
for those behavioral outcomes extracted by statistical methods
may have weak prediction accuracy, as modeling human
behavioral outcomes is challenging due to its multifactorial
nature (ie, many predictors as well as interactions among the
predictors affecting the outcome), heterogeneity (ie, differences
across individuals), nonlinearity of data, multicollinearity (ie,
highly correlated variables), class imbalance (ie, few
observations of the outcome of interest), and missing data
[10,11]. As a result, this class of linear regressors can only
account for a small proportion of variance, with limited usability
in a clinical setting. Thus, developing an effective computational
methodology that can maximize the use of those data for
prognostic and predictive behavioral outcomes is highly
desirable.

To address the abovementioned problems, feature selection
techniques in machine learning (ML) play an important role.
Feature selection techniques can be broadly divided into 4
categories: filter, wrapper, embedded, and hybrid. Filter methods
select features based on their statistical significance to the
outcome of interest. Unlike other feature selection methods,
such as wrapper and embedded methods, filter methods function
independent of any ML classifiers. However, filter methods are
less accurate than other methods of feature selection, such as
wrapper methods. In addition, there is a risk of selecting
redundant features when using filter methods that do not
consider the correlation between features. Wrapper methods
use a greedy search algorithm (ie, an iterative algorithm that
makes the locally optimal choice at each step) with a classifier
to sequentially add and remove features from the classifier to
maximize the specified scoring metrics, that is, precision, recall,
and F1-score. The output is the best subset of features that the
algorithm found. While wrapper methods are proficient in
achieving high classification accuracy, they are not efficient in
computation time or complexity. In addition, there is also a risk
of overfitting with wrapper methods, where the classifier is
highly trained to generate accurate predictions for the training
data only and cannot correctly create generalized predictions
for testing data or any novel datasets. Embedded methods use
qualities from both filter and wrapper methods to perform
feature selection during the construction of the ML classifiers.
The baseline embedded methods that are commonly used are
least absolute shrinkage and selection operator (Lasso), Ridge,
and ElasticNet. However, to effectively use embedded methods,
prior knowledge of the feature sets is required. In addition,
embedded methods could pose problems when identifying small
feature sets. Hybrid methods combine filter and wrapper
methods to take advantage of the benefits each method provides,
while minimizing their limitations [12]. A filter method first
selects a subset of features, which are then input into a wrapper
method to further select the best subset of features. As hybrid
methods are a combination of filter and wrapper methods, they
inherit problems from both—filter methods may exclude
important features and wrapper methods are inefficient in
computation time.

Goal of This Study
To bridge the abovementioned gaps, we propose a hybrid deep
learning–based feature selection approach to support early
detection of long-term adverse behavioral outcomes in survivors
of cancer. Specifically, our goals are four-fold: (1) devise a
data-driven, clinical domain–guided framework to select the
best set of features among cancer treatments, chronic health
conditions, socioenvironmental factors, and others; (2) develop
a 2-stage feature selection algorithm, that is, a multimetric,
majority-voting filter and a deep dropout neural network (DDN),
to dynamically and automatically select the best set of features
for each behavioral outcome; (3) conduct an experimental case
study on our existing study data with 102 survivors of ALL
(aged 15-39 years at evaluation and >5 years postcancer
diagnosis) who were treated in a public hospital in Hong Kong;
and (4) design and implement radial charts to illustrate the
significance of the selected features on each behavioral outcome
to support clinical professionals’ future treatment and diagnoses.
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In this pilot study, we demonstrate that our approach
outperforms the traditional statistical and computation methods,
including linear and nonlinear feature selectors, for the addressed
top-priority behavioral outcomes.

Methods

Review of Baseline Feature Selection Methods

Overview
Four baseline feature selection methods were used in the
experimental studies as a comparison for our novel feature
selection algorithm (Textbox 1).

Textbox 1. Summary of the baseline feature selection methods.

Filter

• Correlation-based feature selection (CFS)

• Information gain (IG)

• Maximum relevance minimum redundancy (MRMR)

Wrapper

• Sequential forward selection (SFS)

• Sequential backwards selection (SBS)

• Stepwise selection (SS)

Embedded

• Least absolute shrinkage and selection operator (Lasso)

• Ridge

• ElasticNet

Hybrid

• CFS→SFS

• IG→SFS

• MRMR→SFS

• CFS→SFS

• IG→SFS

• MRMR→SFS

• CFS→SBS

• IG→SBS

• MRMR→SBS

• CFS→SS

• IG→SS

• MRMR→SS

Filter Methods
Filter methods select features based on their statistical
significance to the outcome of interest, independent of any ML
classifiers. To evaluate the performance of existing filter
methods, we use information gain (IG), maximum relevance
minimum redundancy (MRMR), and correlation-based feature
selection (CFS) [13]. IG is calculated by comparing the entropy
of the dataset before and after a transformation. When IG is
used for feature selection, it is called mutual information and
works by evaluating the IG of each variable in the context of
the target. The MRMR algorithm selects the best K features at

each iteration that have maximum relevance with respect to the
target variable and minimum redundancy with respect to the
other features. The CFS algorithm involves splitting the features
into subsets based on whether their values are continuous or
discrete and can be used to measure the correlation between
features and the target outcomes. For continuous data, Pearson
correlation can be used, and for discrete data, symmetrical
uncertainty can be used. Symmetrical uncertainty is a measure
of relevance between features and targets that uses mutual
information [14]. When evaluating the performance of the
existing filter methods, we selected the top 15 features that had
the highest scores for each of the 3 approaches.
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Wrapper Methods
For binary classification, wrapper methods use a greedy search
algorithm with a classifier to sequentially add and remove
features from the classifier to maximize the specified scoring
metric, that is, precision, recall, and F1-score. The output is the
best subset of features that the algorithm found. To evaluate
existing wrapper methods’ performances, we selected 3
commonly implemented wrapper methods: sequential forward
selection (SFS), sequential backward selection (SBS), and
stepwise selection (SS). SFS starts with an empty subset of
features and iteratively adds features if adding them improves
the specified score, according to the ML classifier. The selection
terminates when a feature subset of the desired size k, where k
refers to the number of features expected by the domain experts,
is reached. In contrast, SBS starts with a full subset of all the
features and iteratively removes features if removing them
increases the specified score, according to the classifier. The
selection also terminates when a feature subset of the desired
size k is reached. SS, also known as bidirectional selection,
alternates between forward and backward selection to select the
best subset of features. To implement the wrapper selection
approaches, we used the support vector machine classifier and
used accuracy as the default scoring metric [15]. We also
specified that the selection process should terminate when a
feature subset of size 15 is reached. For the purpose of the study,
we decided a priori that the feature subset should be limited to
15 because if there are too many exploratory factors in the
model, the contribution of each factor to the variance may be
too small and its clinical significance may be questionable.

Embedded Methods
Embedded methods use qualities from both filter and wrapper
methods to perform feature selection during the construction
of the ML classifier. The embedded classifiers we used were
Lasso, Ridge, and ElasticNet. Lasso regression is a form of

linear regression that imposes an L1 regularization penalty to
identify the features that minimize the prediction error [16].
Similar to Lasso, Ridge regression is another form of linear
regression that uses an L2 penalty instead [17]. ElasticNet
regression merges Lasso and Ridge regression using the L1 and
L2 regularization penalties [18]. ElasticNet regression can shrink
some features to zero, similar to Lasso, while reducing the
magnitude of other features, like Ridge. For each evaluated
embedded method, we selected the top 15 most relevant features
for each behavioral outcome.

Hybrid Methods
Hybrid methods combine filter and wrapper methods to take
advantage of the benefits each method provides, while
minimizing their limitations [12]. We implemented 9 different
hybrid methods using the top 30 features selected from the 3
filter methods (ie, CFS, IG, and MRMR) and inputting them
each into the 3 wrapper methods, including SFS, SBS, and SS,
to subsequently select the top 15 features.

Data-Driven, Clinical Domain–Guided Framework
In this section, we describe and explain our framework that
consisted of 6 main modules (Figure 1). The cancer survivor
medical records, including the features, such as biomarkers,
chronic health conditions, and socioeconomic factors, were first
passed into the data cleaner that “sanitizes” the records with the
clinical domain knowledge from our investigators. Note that
throughout the framework, our clinical domain experts assisted
us with certain processes. In this case study, for example, it
consisted of replacing missing values in a patient’s record by
averaging the existing values of the corresponding feature
among all the other patients’ records grouped by a specific
cancer type, age range, and biological sex. Clinical domain
experts also helped us interpret and explain what different
variable values mean for us to properly transform them into the
correct variables.

Figure 1. Data-driven, clinical domain–guided framework.

Afterward, the records were passed into the feature transformer,
where the one-hot encoding technique was used to transform
categorical variables into binary ones [19]. For instance, we
transformed the “gender” variable from categorical to binary
by replacing “M” and “F” with 1 and 0.

Following feature transformation, the records were normalized
by the feature normalizer. The Shapiro-Wilk test, the
Kolmogorov-Smirnov test, and the D’Agostino-Pearson test

were used to check whether features follow a normal
distribution. If 2 out of the 3 tests conclude that a feature follows
a normal distribution, it is standardized by removing the mean
and scaling to unit variance [20-22]. Otherwise, features are
normalized using the minimum-maximum normalization
technique so that all features have values between “0” and “1.”
This eliminates any feature bias, where features with high values
are given more importance than features with low values [23].
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Once the records are cleaned, transformed, and normalized,
they are then passed into the data balancer. At this point, the
results differ depending on the behavioral outcome being
predicted. The synthetic minority oversampling technique for
nominal and continuous (SMOTE-NC) is used to artificially
balance the instances where the number of patients having a
behavioral outcome of “1” is the minority, which is most often
the case as cancer survivor datasets are often imbalanced. The
SMOTE-NC technique oversamples the minority class in
unbalanced datasets by creating synthetic examples instead of
oversampling using replacement. The algorithm involves
computing the median of the SD of continuous variables for the
minority class and using the median to penalize nominal features
that differ between the considered feature vector and its potential
nearest neighbors, conducting nearest neighbors computation,
and populating the synthetic class [24]. The SMOTE-NC
technique is also used to artificially oversample the minority
gender so the final datasets can have equal instances of “0” and
“1” for the behavioral outcome. We specifically chose the
SMOTE-NC technique over the regular synthetic minority
oversampling technique because our dataset had a mixture of
nominal and continuous features. synthetic minority
oversampling technique can only handle datasets with
continuous features. The data were then split into 69.6%
(71/102) training and 30.4% (31/102) testing data.

Once the survivors of cancer’ clinical records passed through
all the steps of data preprocessing, they were passed into our

hybrid deep learning–based feature selection that was a 2-stage
feature selection algorithm, that is, a multimetric,
majority-voting filter and a DDN, to dynamically and
automatically select the best set of features for each behavioral
outcome. Specifically, the first stage was a novel filter method
that uses 4 metrics to select the most relevant features for a
behavioral outcome and removes any redundant features. The
second stage was a DDN that replaces a wrapper method, where
it further selects features from the ones selected by the
multimetric, majority-voting filter to maximize prediction
performance in ML classifiers. Note that our clinical domain
experts used their clinical expertise to recommend certain
features that should be kept in all the final feature lists due to
their clinical importance (ie, gender, current age, and age at
diagnosis in our case), if they were not already selected to be
in the final feature list by our feature selection approach. Finally,
the training data with the final feature list selected from the
feature selector with the clinical domain expertise were passed
into 3 ML classifiers, including logistic regression, naive Bayes,
and k-nearest neighbors, to calculate the precision, recall, and
F1-score for the performance evaluation on the testing data.

2-Stage Feature Selection Algorithm
Our proposed 2-stage feature selection algorithm consisted of
2 sequential stages, including a multimetric, majority-voting
filter, and a DDN (Figure 2).

Figure 2. Two-stage feature selection algorithm.

Stage 1: A Multimetric, Majority-Voting Filter

Overview

Our hybrid deep learning–based feature selection methodology
specifically addressed the limitations of existing feature selection
methods. In the first stage, it removed redundant features, which
some existing filter methods do not consider. Specifically, our
3 majority-voting (MV) filter had 2 processing steps in stage
1.

In stage 1A, we used 4 different metrics to select the features
that are the most relevant to predict a behavioral outcome. Those
metrics include maximal information coefficient (MIC), Gini

index (GI), IG, and correlation score (CS) that we calculated
between each candidate feature in our preprocessed dataset and
the corresponding behavioral outcome of interest. The MIC is
a measure of the strength of the linear or nonlinear association
between 2 variables X and Y, where X Є R is the input feature
and Y Є R is the corresponding behavioral outcome.

The GI represents the amount of probability of a specific feature
that is classified incorrectly when selected randomly. Unlike
the other 3 metrics, a higher GI score represents lower
associations with the behavioral outcome of interest. To make
the scale of the correlation strength between X and Y consistent
among all the metrics, the metric that we used was 1–GI instead.
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That is, for all the 4 metrics, a higher value indicated a higher
association with the behavioral outcome of interest.

The IG is a measure of the expected reduction in entropy caused
by partitioning the samples according to a specific attribute X.

The CS between X and Y is calculated using the Pearson
correlation coefficient, point-biserial correlation, and the φ
coefficient, based upon the data type of X and Y [25]. When
both X and Y are the continuous variables, the Pearson
correlation coefficient should be used. When comparing 1
continuous and 1 binary variable, the point-biserial correlation
is used [26]. Finally, when comparing 2 binary variables, the φ
is used. All these measures are values between −1 and 1, with
−1 being a perfect negative correlation and 1 being a perfect
positive correlation, while 0 represents no correlation. We take
the absolute value of each measure so that the CS is always
between 0 and 1.

After we calculated the values of all 4 abovementioned metrics
between each candidate feature and the behavioral outcome of
interest, we ranked the top N features (ie, the number of features
expected by the domain experts) for each of the metrics in
descending order and stored them in a master list, without
repetition. From this master list, we constructed 3 feature lists.
The first list contained the features selected by at least 3 metrics,
as they are highly likely relevant to predict the behavioral
outcome and are then included in the final feature list. The
second one contained the features selected by exactly 2 metrics,
as they might have been relevant to predict the behavioral
outcome and were then needed for further analysis in stage 1B.
The third one combined all the features from the previous 2 lists
so that we could evaluate the redundancy between any 2 features
from this list.

In stage 1B, we removed any redundant features from the third
combined list generated from stage 1A. We used the MIC and
the CS and then calculated these 2 values for all the
feature-to-feature combinations in the combined feature list
output from stage 1A. We subtracted the MIC and the CS values
from 1 and then used the 1–MIC and 1–CS values to determine
if any feature was redundant by other features. The threshold

we set was 0.05, based upon our preliminary experimental
analysis, so that any combination of 2 features that resulted in
both scores being <0.05 was determined to be redundant. Once
it was determined that 2 features were redundant, we looked at
the number of metrics that selected the features. If one of the
features was selected by fewer metrics, that feature was removed
from the third combined list. If both features were selected by
the same number of metrics and they were redundant, we then
looked at the average rank of each feature across the 4 ranked
lists by MIC, GI, IG, and CS. The feature with the lower rank
was removed from the third combined list. The pseudocode
algorithm is detailed for the multimetric, majority-voting filter
in Multimedia Appendix 1.

For illustration, we used our dataset as an example to explain
our multimetric, majority-voting filter.

Stage 1A: Select the Top N Features Per Metric

Overview

Suppose we want to select the best features for predicting the
behavioral outcome, thought problems. This is our B_Outcome.
F is the set of all input candidate features Fi in the preprocessed
clinical records. We then calculate the MIC, 1–GI, IG, and CS
scores for all the candidate features in the preprocessed clinical
records and our B_Outcome, thought problems. We store these
results in 4 sets, MIC,1–GI, IG, and CS. In this example, our
domain experts expected 15 nonredundant input candidate
features to be selected; thus, N was set to 15.

Step 1

We first sorted the input features (ie, Fis) according to their
MIC, 1–GI, CS, and IG scores. Since N was 15, we then took
the top 15 features with the highest values from the MIC set
and placed them into a separate set, that is, FMIC. We repeated
this with (1–GI), IG, and CS scores and placed the top 15
features into the corresponding sets, that is, F1-GI, FCS, and FIG.
At this point, we had the following features in these sets:
FMIC,F1-GI, FCS, and FIG. As there were 15 features in each set,
we had 60 features across all the 4 sets (Textbox 2).
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Textbox 2. Total input features sorted by maximal information coefficient (MIC), 1- Gini index (GI), correlation score (CS), and information gain (IG)
scores in descending order.

FMIC

Physical fatigue>overall fatigue>cognitive fatigue>family communication>family concern>IV high-dose methotrexate (MTX)>sleep fatigue>physical
activity>family conflict>parental control>family mutuality>age at cancer diagnosis>intrathecal MTX dose>noncranial radiation>cranial radiation
therapy

F1–GI

Years of education>intrathecal chemotherapy>leukemia risk group>intrathecal MTX dose>living space>physical activity>cognitive fatigue>family
communication>physical fatigue>family mutuality>IV high-dose MTX>sleep fatigue>family conflict>age at cancer diagnosis>age at evaluation

FCS

Physical fatigue>overall fatigue>cognitive fatigue>family communication>IV high-dose MTX>family concern>sleep fatigue>family conflict>parental
control>physical activity>cranial radiation therapy>noncranial radiation>intrathecal MTX dose>years of education>family mutuality

FIG

Impulsivity (on continuous performance test [CPT; Conner continuous performance test to measure a person’s performance in attention, particularly
in areas of inattentiveness, impulsivity, variation in response speed, sustained attention, and information processing efficiency] attention
test)>inattentiveness (on CPT Attention test)>information processing efficiency (on CPT attention test)>hematopoietic stem cell transplant>response
speed variability (on CPT Attention Test)>surgery>sustained attention (on CPT attention test)>physical fatigue>overall fatigue>neurological
complications>leukemia risk group >living space>inattentiveness (on CPT attention test)>inflammatory interleukin-7

Step 2

We then created a new set FUNION, the union of sets FMIC, F1–GI,
FCS, and FIG in step 1, allowing duplicate values. This set FUNION

represents all the features that have the top 15 MIC, 1–GI, IG,
and CS scores. At this point, the set FUNION contained 60 total
features.

Step 3

From the set FUNION, we created the subset 3Metrics+ from the
features that were stored in at least 3 of these 4 sets, FMIC, F1−GI,
FCS, and FIG. These features were then selected as 1 of the top
15 by at least 3 out of the 4 metrics, so these are likely to be
highly relevant to predict our B_Outcome, thought problems,
and were included in the final feature list. By applying this
concept, the subset 3Metrics+ contained 10 features.

Step 4

From the set FUNION, we also created a subset 2Metrics from
features that were stored in exactly 2 out of these 4 sets, FMIC,
F1–GI, FCS, and FIG. These features were selected as the top 15
by 2 out of the 4 metrics only. Thus, they may be relevant to
predict the B_Outcome, thought problems, but needed to be
further analyzed in stage 2 to determine if they should be kept
in the final feature list. By applying this concept, the subset
2Metrics contained 8 features only.

Step 5

We created another set 3+2Metrics, that is, the union of the sets
3Metrics+ and 2Metrics, without the duplicate values. At this
point, the set 3+2Metrics contained 18 features, including 10
in the 3Metrics+ set and 8 in the 2Metrics set (Textbox 3).
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Textbox 3. Features in the 3Metrics+ and 2Metrics sets.

3Metrics+

• Physical fatigue

• Overall fatigue

• Cognitive fatigue

• Family communication

• Sleep fatigue

• Family conflict

• Family mutuality

• Physical activity

• IV high-dose methotrexate (MTX)

• Intrathecal MTX dose

2Metrics

• Leukemia risk group

• Living space

• Family concern

• Cranial radiation therapy

• Years of education

• Family control

• Age at cancer diagnosis

• Noncranial radiation

Step 6

We also created a 1D matrix, Rank, which stored the average
rank position of each feature in 3+2Metrics from the sets FMIC,
F1–GI, FCS, and FIG. For instance, if we consider the feature
“physical fatigue,” as its position was 1, 9, 1, and 9 in the sets
FMIC, F1-GI, FCS, and FIG, respectively, its average position value
in Rank was equal to 5.

Step 7

Finally, we evaluated whether there were too many or too few
features at this stage. We first evaluated the number of features
in 3Metrics+. As 3Metrics+ had 10 features, which was less
than N, there was no need to remove any extra features. We
then evaluated the number of features in 3+2Metrics. As there
were 18 features in 3+2Metrics, which was greater than N, there
was no need to go back to step 1 to find at least 15 features. We
now had 3 sets as the outputs: 3Metrics+ with 10 features that
were selected by at least 3 metrics; 2Metrics with 8 features
that were selected by exactly 2 metrics; and 3+2Metrics, with
18 features that included the features from both 3Metrics+ and
2Metrics.

Stage 1B: Remove Redundant Input Features

At this step, we wanted to remove any redundant features from
the features that we selected in stage 1A.

Step 1

We computed 1–MIC(fi, fj) values and 1–CS(fi, fj) values by
the developed compute_MIC and compute_CS functions between
any pair of 2 features f1 and f2 in 3+2Metrics. We stored the
1–MIC(fi, fj) values and 1–CS(fi, fj) values in the sets
MIC_Feature_Score and CS_Feature_Score, respectively.

Step 2

We iterated each value in MIC_Feature_Score and
CS_Feature_Score between any pair of 2 features f1 and f2 in
3+2Metrics and checked if any values were <0.05. We then
checked if there was any feature pair that had values <0.05 in
both MIC_Feature_Score and CS_Feature_Score. Suppose we
found that the values in MIC_Feature_Score and
CS_Feature_Score that corresponded to the feature pair, “cranial
radiation therapy” and “noncranial radiation,” were indeed both
<0.05, then we select those 2 features as the feature pair that
we need to further analyze, as they were categorized as the
redundant features at this step. Suppose that “cranial radiation
therapy” and “noncranial radiation” were both in the set
2Metrics, meaning that they were both selected by 2 metrics,
then according to the algorithm, they were selected by an equal
number of metrics and we must compare their rankings in Rank
to decide which one must be removed. Suppose that “noncranial
radiation” had a lower rank, or a higher score, compared to
“cranial radiation therapy,” then we remove “noncranial
radiation” from the set 3+2Metrics.
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Step 3

After we removed the redundant features from the set
3+2Metrics, we then split the set 3+2Metrics into 2 new sets:
F3M+, such that its nonredundant features were selected by at
least 3 metrics in the set FUNION, and F2M,, such that its

nonredundant features were selected by exactly 2 metrics in the
set FUNION. 

Step 4

We now had 2 sets: F3M+ and F2M. The set F3M+ had 10 features
and the set F2M had 7 features after we removed “noncranial
radiation” (Textbox 4).

Textbox 4. Nonredundant features in the set F3M+ and set F2M.

F3M+

• Physical fatigue

• Overall fatigue

• Cognitive fatigue

• Family communication

• Sleep fatigue

• Family conflict

• Family mutuality

• Physical activity

• IV high-dose methotrexate (MTX)

• Intrathecal MTX dose

F2M

• Leukemia risk group

• Living space

• Family concern

• Cranial radiation therapy

• Years of education

• Parental control

• Age at cancer diagnosis

At this step, we checked if the sum of features from F3M+ and
F2M was<25. After removing redundant features, we still had
17 features, which was greater than N=15; thus, we do not need
to go back to step 1 in stage 1A to find at least 15 features. We
can then proceed to stage 2.

Stage 2: A DDN

Overview

In the second stage, the deep neural network had a dropout
parameter, where neurons are randomly ignored during
construction of the neural network, to avoid model overfitting,
which is a problem that the existing wrapper methods have.
Thus, our methodology is better suited for finding the best
features from the high-dimension, low-sample size dataset.
More specifically, after the features were processed by our
multimetric majority-voting filter, we passed all the
nonredundant features to the deep dropout neural (DDN)
network that was designed to determine whether adding any of
those features selected by the only 2 metrics to the list of the
features selected by at least 3 metrics resulted in a higher
F1-score. Note that this step was not conducted if the number

of the nonredundant features, that is, those features that were
already selected by at least 3 metrics in stage 1, had met the
domain experts’ expectation. Our designed DDN network was
a 2-hidden– and 1-output–layer architecture. Due to the limited
number of patients’ medical records with many input features,
our DDN network was likely to quickly overfit a training dataset.
To address this issue, we used the grid search algorithm with
the K-fold cross-validation (CV) to find the best dropout rate
for our network. We also dynamically set the network’s hidden

layer size using the formula , where I is the number of
selected input subset features and O is the number of labels per
behavioral outcome [27]. For the remaining network’s
initialization parameters, default values were used [28]. The
goal was to perform the hyperparameter tuning using the grid
search algorithm with the K-fold CV to obtain the optimal
parameters’values, including the dropout rate, all the network’s
parameters, and the size of each hidden layer [29].

Specifically, the subset of features selected by ≥3 metrics in
stage 1 was used in building the initial network architecture to
produce the baseline F1-score. This baseline F1-score tells us
how well the network predicts that a cancer survivor will
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develop the behavioral outcome of interest, using only the
features selected by at least 3 metrics. Afterward, we wanted
to see whether adding any subset of features selected by 2
metrics would improve the baseline F1-score. To achieve this,
we tried different combinations among the features selected by
2 metrics; added them on top of the features selected by at least
3 metrics; used all those features to build, train, and optimize
our network using the grid search algorithm with the K-fold CV
to obtain the optimal parameters’ values; and then recorded
each new F1-score. This allowed us to compare F1-scores
between the baseline and the baseline plus additional subsets
of features. If any of the new F1-scores were higher than the
baseline, then our final feature list was the one that produced
the highest F1-score. If none of the new F1-scores were higher
than the baseline, then our final feature list was simply the
baseline features, that is, the features selected by at least 3
metrics. A step-by-step pseudocode algorithm for our DDN
network is detailed in Multimedia Appendix 2).

Let us use our dataset as an example to explain our DDN
network. At this stage, we wanted to determine whether any
features selected by 2 metrics should be kept in the final feature
list on top of the features selected by at least 3 metrics. Our
input included the following:

1. F3M+ and F2M, which were our outputs from stage 1B.
2. Drop_Out_Rate, a set of fine-tuning dropout rates for

building a DDN network.
3. D_Train, which was the training dataset that only included

features in F3M+

4. Z, the set that included all possible subsets from F2M,
excluding the null set, where the size of subsets was less
than or equal to N minus the size of F3M+ so that the total
number of features does not exceed N. In our example, the
set Z only included all the possible subsets of size ≤5
because we already had 10 features in
non_redundant_three_more and N minus 10 was 5. Given
that there were 7 features in non_redundant_two, there were
128 possible subsets. However, because we only needed
the subsets with size ≤5 and we also excluded the null set,
we ended up with a total of 119 different subsets in the set
Z.

5. M, a set of lists that add all the possible subsets in the set
Z to the set F3M+; thus, there were 119 different lists.

6. E_Train, which is the set of training datasets that includes
features in each list in M.

7. K, the number of training partitions on D_Train and
E_Train for performing CV.

Step 1

We wanted to find the best dropout rate for the neural network,
using the grid-search technique, F1-score, and K-fold CV, on
D_Train, F3M+, B_Outcome, and Drop_Out_Rate of a DDN
network. K was set to 5. We thus first constructed a neural
network using the create_DDN function to perform the
grid-search technique. The neural network was initialized to
have a learning rate of 0.001, 500 epochs, used the “Adam”
optimizer, used the “Binary Cross Entropy” loss function, had

2 hidden layers with number of neurons and the “Relu”
activation function, and 1 output layer with 1 neuron and the
activation function “Sigmoid.” Suppose using the grid-search
technique with the D_Train training dataset, the F3M+ feature
set, the B_Outcome thought problems, the set of fine-tuning
dropout rates Drop_Out_Rate, and using 5-fold CV, we found
that the best dropout rate was 0.1 (bestDropOutRate was set to
0.1).

Step 2

We constructed a deep neural network with the initialized
attributes in the create_DDN function, bestDropOutRate,
D_Train, F3M+, and B_Outcome, and then performed 5-fold CV
to obtain the baseline F1-score, F1Baseline.

Step 3

We then iterated through each feature set (ie, F3M++Zr) in M
and constructed a deep neural network with the same initialized
attributes in the create_DDN function, bestDropOutRate,
E_Train, F3M++Zr, and B_Outcome, and then performed 5-fold
CV to obtain the F1-score, F1, for each training dataset in
E_Train. The hidden layer size of each neural network was
calculated using the number of features in M+1, divided by 2.
If any F1-score was greater than F1Baseline, the final feature list
(ie, Final_Features) was set to the feature set (ie, F3M++Zr) in
M in which the F1-score was obtained.

Step 4

We had the feature list with the best F1-score (ie,
Final_Features), which was passed into 3 ML classifiers:
logistic regression, naive Bayes, and k-nearest neighbors.

Pilot Experimental Study
In our experimental study, we used a 2018 to 2020 dataset that
contained 102 ALL survivors’ clinical records collected from
a public hospital in Hong Kong. The survivors were aged
between 15 and 39 years, had completed treatment, and were
>5 years postcancer diagnosis at the time of recruitment. In each
patient record, there were >50 features, including demographic
factors (eg, age, gender, and education level), cancer treatments
received (eg, radiation, chemoradiotherapy, and surgery),
inflammatory biomarkers (eg, interleukin-7, monocyte
chemoattractant protein-1, and tumor necrosis factor alpha-α),
physical health conditions (eg, BMI, sleep fatigue, and cognitive
fatigue), family life and socioeconomic descriptors (eg, family
conflict, family communication and living space),
attention-related outcomes (eg, measures of inattentiveness,
impulsivity, and sustained attention), and lifestyle habits (eg,
drinking, smoking, and physical activity). The features were
obtained from a behavioral assessment that included the
traditional Chinese version of the Achenbach System of
Empirically Based Assessment youth self-report checklist. It
consisted of syndrome scales measuring attention problems,
thought problems, internalizing problems (eg, somatic
complaints, anxiety and depressive symptoms, and withdrawn
behavior), externalizing problems (eg, aggressive behavior,
intrusive behavior, and rule-breaking behavior), and sluggish
cognitive tempo. The Achenbach System of Empirically Based
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Assessment measures were previously validated and used in
the local young adult cancer population [9,30]. The inclusion
of these features specifically in patient records was based on
existing evidence in the literature and data from the local study
cohort. The features predicting behavioral outcomes included
clinical factors (eg, leukemia risk group, age at cancer diagnosis,
and neurological complications), treatment factors (eg, cranial
radiation therapy, intrathecal methotrexate dose, intravenous
high-dose methotrexate, and hematopoietic stem cell transplant),
socioenvironmental factors (eg, living space and family
functioning), and lifestyle factors (eg, physical activity and
sleep fatigue) [9,30-34].

After preprocessing the data and using our 2-stage feature
selection algorithm, we selected 15 input features, expected by
our medical investigators, to train and test our 3 ML classifiers,
that is, logistic regression, naive Bayes, and k-nearest neighbors,
to predict 6 behavioral outcomes (ie, anxiety and depression,
thought problems, attention problems, internalizing problems,
externalizing problems, and sluggish cognitive tempo) that our
medical investigators would like to focus on. Due to their

clinical importance recommended by our medical investigators,
we also added 3 more clinically relevant features (ie, gender,
current age, and age at diagnosis) to the final feature list if those
features had not been already selected by our 2-stage feature
selection approach.

Ethical Considerations
Approval of this study was obtained from the Joint Chinese
University of Hong Kong – New Territories East Cluster Clinical
Research Ethics Committee (2017.701). Written informed
consent was obtained from all participants.

Results

Overview
The experimental results included the F1-score, precision, and
recall on the testing data (Table 1). Note that for each feature
selection method category, those scores are the average values
of prediction performance among all the 3 ML classifiers for
every behavioral outcome.

Table 1. Average F1-scores.

Percentage change (our method vs highest baseline)Our methodHybridEmbeddedWrapperFilterBehavioral outcome

Anxiety and depression

+18.270.738 a0.4490.5850.4370.624F1-score

+25.750.7080.4240.5630.4070.562Precision score

–4.310.7780.5800.6300.5190.813Recall score

Thought problems

+4.290.5110.3940.4770.4380.490F1-score

–24.070.4480.4960.5900.3850.522Precision score

+9.890.6110.3830.4630.5560.537Recall score

Attention problems

+29.100.5680.3500.4400.4170.348F1-score

+43.100.5150.3290.3500.3600.290Precision score

+5.870.6670.4240.6300.5190.463Recall score

Internalizing problems

–0.850.7000.6370.6190.7060.533F1-score

–7.490.6180.6680.6650.6650.583Precision score

+12.470.8570.6510.6510.7620.587Recall score

Externalizing problems

–39.430.2780.2650.2670.4590.219F1-score

+6.470.4440.2970.2780.4170.230Precision score

–60.070.2220.2590.2590.5560.222Recall score

Sluggish cognitive tempo

+9.790.6390.4890.5820.4630.560F1-score

–1.210.5700.4940.5770.4090.542Precision score

+13.300.7410.5680.6170.5680.654Recall score

aItalicized values indicate that our score was higher than the other 4 methods.
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Our 2-stage feature selection approach outperformed or leveled
the existing feature selection methods to support the prediction
of 5 out of 6 behavioral outcomes (ie, anxiety and depression,
thought problems, attention problems, internalizing problems,
and sluggish cognitive tempo) in terms of the average F1-scores
(Table 1). Although the wrapper method outperformed our
feature selection approach to support the prediction of
externalizing problems, our approach’s performance was more
stable, as the F1-score variance was smaller. Thus, our feature
selection approach still outperforms the other 3 existing feature
selection methods.

In addition, our feature selection approach outperformed or
leveled the existing feature selection methods to support the
prediction of 5 out of 6 behavioral outcomes (ie, anxiety and
depression, attention problems, internalizing problems,
externalizing problems, and sluggish cognitive tempo) in terms
of precision scores (Table 1). Although the embedded method
outperformed our feature selection approach to support the
prediction of thought problems, our approach’s performance
variance was much smaller, which implies our approach was
more stable.

Finally, our feature selection approach outperformed the existing
feature selection methods to support the prediction of 4 out of
6 behavioral outcomes (ie, thought problems, attention problems,
internalizing problems, and sluggish cognitive tempo) in terms
of recall scores (Table 1). Although the filter and wrapper
method outperformed our feature selection approach to support
the prediction of anxiety and depression and externalizing
problems, our approach’s performance variance was much
smaller as well.

As the F1-scores were calculated from both precision and recall
scores, we can infer that our feature selection approach improves
the F1-scores largely because it increases the recall scores as
opposed to the precision scores (Table 1). Overall, the
experimental results show promising evidence that our method
improves the ML classifiers’prediction performance to support
better early detection of long-term behavioral outcomes in
survivors of cancer.

Radial Feature Charts
Radial feature charts were generated for each of the 6 behavioral
outcomes analyzed, including anxiety and depression, thought
problems, attention problems, internalizing problems,
externalizing problems, and sluggish cognitive tempo (Figure
3). Each chart includes the top 15-plus features selected by our
proposed methodology. The size and the color of each red slice
is measured by the unified metric value of each feature, which
is calculated by averaging the scores of the metrics that select
each feature during stage 1A of our proposed method.

The variables represent the documented risk factors associated
with the development of behavioral problems in the literature.
They include (1) sociodemographic variables (ie, age at
evaluation and gender), (2) clinical variables (ie, age at cancer
diagnosis, intrathecal chemotherapy, intrathecal methotrexate
dose, IV high-dose methotrexate, and inflammatory interleukin-8
levels), and (3) socioenvironmental and lifestyle variables (ie,
sleep, fatigue, physical activity, and family functioning).
Physicians can interpret the charts by seeing which features
have the darkest color and largest size, indicating higher unified
metric values and thus greater associations with the behavioral
problem of interest. Those features can then be further used to
devise customized prevention plans and advice.
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Figure 3. Radial feature charts.

Discussion

Principal Findings
In this work, we sought to develop a prognostic ML framework
and feature selection approach to predict the trajectory of
functional outcomes in a specific population: survivors of ALL.
Our hybrid deep learning–based feature selection approach
outperforms or equals the existing feature selection methods

assessed (ie, filter, wrapper, embedded, and hybrid) for 5 out
of 6 long-term behavioral outcomes. Even in cases where our
feature selection method did not outperform existing methods,
our approach’s performance variance was much smaller and
thus more stable. We observed that the performance of the model
was significantly weaker in predicting externalizing problems
than internalizing problems. This may be attributed to the
complex phenotypic nature of externalizing behaviors, such as
antisocial or aggressive behaviors and conduct problems. In
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addition, there are other factors that may predict externalizing
problems that were not considered in this study. For example,
our previous work showed that increased screen time during
the COVID-19 pandemic was associated with inattentiveness
and impulsivity in pediatric survivors of cancer in China, but
screen time was not included in the data [35]. Social support
and rehabilitation, which are important interventions addressing
behavioral functioning and mental health in young Chinese
survivors of cancer, were also not assessed in this study [36].
From the data, we infer that our feature selection approach
improves F1-scores from ML classifiers compared to existing
feature selection methods largely because it increases the recall
scores as opposed to the precision scores. We also developed
radial feature charts that can quickly and effectively help
clinicians understand which predictor variables were most
important in predicting long-term behavioral outcomes. Overall,
the experimental results show promising evidence that our
method improves ML classifiers’ prediction performance on
high-dimension low-sample size data, which can support better
early detection of long-term behavioral outcomes in survivors
of cancer.

Limitations
Our study was limited to a pilot study with young Chinese
survivors of leukemia. As one’s neurodevelopment and social
skills are often dependent on cultural norms, our findings may
not be extrapolated or applicable to other populations. However,
the contemporary treatment for childhood ALL is similar in
most countries or regions, consisting of high-dose methotrexate,
intrathecal chemotherapy, and a standard set of intravenous and
oral chemotherapy drugs as the backbone. Therefore, we
reasoned that our findings may still be generalizable to the
existing population of individuals in the health care system of
Hong Kong who have survived leukemia over the past decade.
In addition, although clinical domain experts assisted with
additional input for the features that were kept in ML classifiers,
there remains room for human error, and domain experts’
opinions may occasionally differ from what features would
optimize ML classifiers’ performance. Furthermore, as this is
a cross-sectional study, it was not possible to delineate the causal
relationship between the risk factors and behavioral outcomes.
The model developed through this study should be validated in
a larger cohort with prospective collection of outcome data to
better reflect the trajectories of functional outcomes in these
young survivors as they advance from young to middle
adulthood. Finally, additional biases may have influenced the
data, such as those related to patients who had access to hospital
care and were willing to share their data with our clinical
investigators.

Comparison With Prior Work
Our findings reinforce existing evidence that adverse behavioral
outcomes in survivors of cancer are a complex and multifactorial
phenotype. Most preexisting research is focused on either
disease- or treatment-related factors as predictors of cognitive
dysfunction. However, socioenvironmental factors play an
important role in the neurodevelopment of these young
survivors. Our findings showed the interaction and unique
contribution of the socioenvironmental factors, such as family

dynamics and lifestyle factors, on anxiety, depression, and
sluggish cognitive symptoms in survivors. Studies have found
associations of parents’ psychological distress on the child’s
cognitive and behavioral outcomes [8,37]. Environmental events
can elicit a biological stress response that results in neurological
reactions to that stress. This is especially relevant in the context
of Hong Kong and Mainland China, where much emphasis is
now placed on ameliorating the adverse health effects of the
urban environment in children and adolescents. The findings
provide directions for the development of multidisciplinary
services and interventions. For example, social workers can pay
more attention to the occupational or employment challenges
of young survivors who experience fatigue symptoms from
treatment and manifest adverse behavioral outcomes. The study
findings can help us identify high-risk subgroups from
dysfunctional families or households struggling with financial
problems and conflicts. Interventions that promote
self-confidence and positive peer interaction can be implemented
during the early survivorship phase when young survivors transit
back to their full-time school or work.

Our results also build upon existing computational methods and
feature selection approaches for predicting behavioral outcomes
in survivors of cancer. Traditional computational methods in
the clinical and social sciences typically use regression analysis
to model the relationship between ≥2 variables for prediction.
However, modeling human behavioral data is challenging due
to its multifactorial nature, heterogeneity, nonlinearity of data,
and class imbalance [10,11]. As a result, the model can only
account for a small proportion of variance, with limited utility
in clinical settings. For example, we have reported that cranial
radiation, chronic health conditions, and poor physical activity
are associated with worse cognitive and behavioral outcomes
in Chinese survivors of childhood leukemia [9]. However, these
factors only accounted for 22.9% to 35.8% of the variance in
the traditional regression models. Identifying an effective
computational method that minimizes algorithmic bias, such as
the 2-stage feature selection algorithm within the clinical
domain–guided framework outlined in this study, can maximize
the use of clinical and behavioral data for predictive purposes.
Such prognostic models will aid in informing strategies aimed
at changing behavior and designing social and clinical
interventions.

Conclusions
Future studies can validate our prediction model in other Chinese
populations of survivors of cancer sharing similar cultural norms
in mainland China and Taiwan, as well as validate the model
in larger samples with a longitudinal prospective cohort study
design. In addition, studies can further investigate the real-world
feasibility of incorporating such algorithms into health care
systems as risk stratification tools to assist clinicians and
psychologists in identifying patients at risk of adverse behavioral
outcomes. Incorporation of diverse populations, larger sample
sizes, and similar prediction models in future studies may
provide deeper insights into the interaction among clinical,
treatment, socioeconomic, and lifestyle factors and their impact
on functional outcomes, ultimately enabling the incorporation
of such multifactorial insights to improve strategies for the
personalized care of patients with cancer.
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Given that we are working with such small cancer survivor
datasets, even a slight improvement in prediction performance
from ML classifiers can make a substantial difference in helping
survivors of cancer. Our data-driven, clinical domain–guided
approach can potentially address the problem of “high dimension
low sample size.” The pilot analysis shows that this approach
has allowed us to identify a set of interacting clinical and
socioenvironmental characteristics that predicted behavioral
outcomes in survivors.

In late 2019, the American Cancer Society had a special call
for attention to financial, social, and emotional concerns that
uniquely affect young survivors of cancer [38]. Currently, in
Hong Kong, there are no centralized cancer programs for
adolescent and young adult patients. From a clinical perspective,
identifying the unique factors associated with interindividual

differences in functional outcomes will help clinicians to identify
individualized modifiable risk factors. This will contribute to
the development of a personalized, patient-centered cancer care
program for local patients with cancer. From a research
perspective, this project serves as a pilot study to apply
ML-based prognostic technology, guided by clinical knowledge,
on a combination of objective data (ie, clinical and
demographics variables) and subjective data (ie, behavioral and
patient-reported variables). The framework and algorithms
developed through this analysis can be applied to address
clinically relevant research questions in patients with other
chronic diseases. The aim of this application is in line with the
recent call by the government of the Hong Kong Special
Administrative Region to harness data-driven analytics to
formulate health care policies [39].
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